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Abstract—The prosperity of online rating system makes it an
important place for malicious vendors to mislead public’s online
decisions, whereas the security related studies are lagging behind.
In this work, we adopt a quantile regression model to investigate
influential factors on online user choices and reveal the “self-exciting”
property of online market. Inspired by these findings, we propose
a novel iterative rating attack and validate its advantage through
experiments.

Index Terms—rating manipulation, social media, security attack

I. Introduction

With the rapid growth of e-commerce and social media, online

rating systems that let users post ratings/reviews for products and

services are playing an increasingly important role in influencing

users’ online purchasing/downloading decisions. The significant

impact of such systems provides great incentive for companies to

manipulate online user ratings/reviews in practice. Book authors

and eBay users are shown to write or buy favorable ratings for

their own products [1]–[3]. A recent study has identified that 10%

online products have manipulated user ratings [4].

The protection of online rating systems in essence grounds in

the thorough understanding of how attack strategy works. Hence,

a number of researches have been conducted to investigate rating

attack strategies. Generally speaking, rating attacks can be classi-

fied into two categories as self-boosting attacks, where malicious

users aim to boost rating scores of their own products and bad-

mouthing attacks, where malicious users aim to downgrade rating

scores of other competitors’ products [5]–[7]. Specifically, diverse

rating manipulation strategies have been proposed, such as Sybil

attack [8], Oscillation attack [9] and RepTrap attack [10].

Nevertheless, existing rating attack studies are still immature in

three aspects. First, the attack impact is only evaluated by how

much distortion has been caused on target product’s rating score,

or how many unfair ratings have bypassed the detection scheme,

while the economic impact on target product sales/downloads is

seldom considered. The lack of economic analysis often leads

to impractical designs of attacks that are effective in changing

products’ rating scores while not necessarily attracting more real

sales/downloads.

Second, current attack studies often treat products homoge-

neously while not differentiating the impact of the same attack

on products with different properties, such as existing ratings and

market ranks.

Third, current attacks promote/downgrade products by consid-

ering only the “external energy” provided by unfair ratings while

ignoring the “internal energy” generated by the market itself. For

example, if a product’s sales get increased by a rating manipulation

at time t− 1, the greater sales and higher popularity at time t can

further bring in more sales at the next time point t+ 1 although

rating manipulation has already stopped.

To fill the gap, we consider these three aspects in the de-

sign of the proposed attack and summarize our contributions as

follows. First, we introduce economic analysis into the design

of rating manipulations by modeling how manipulation related

factors will influence products’ online sales/downloads. Second,

we further differentiate manipulation impact on products with

different popularity by adopting a quantile based regression model.

Third, for the first time, we discover a “self-exciting” property

in the online rating market which may provide extra energy

beyond the manipulation power to push up target products to a

higher rank. Inspired by these findings, a novel iterative rating

attack strategy is proposed and its effectiveness has been validated

through experiment results. Note that, we mainly focus on self-

boosting attacks in this study. The same logic, however, may also

help the design of bad-mouthing attacks.

The rest of the paper is organized as follows. Prior stud-

ies on rating manipulations and influential factors for product

sales/downloads are reviewed in Section II. A quantile based

regression model is introduced in Section III-A and applied on

data described in Section III-B. Observations are explained in

Section IV. A novel iterative rating attack strategy is proposed in

Section V, followed by experiment results in Section VI. Finally,

Section VII concludes this paper.

II. Related Work

A. Rating Manipulation Studies

The design of rating attack strategies has been conducted by

many security studies and is evolving dynamically. In simple

attacks, unfair ratings are provided independently. For example,

eBay users boost their own reputation often by buying and selling

ratings from independent sources [1].

Collusion attacks, where excessive number of online IDs coor-

dinately insert unfair ratings, are adopted by many rating manip-

ulation strategies as a more powerful attack [11], [12]. The Sybil

attack [8] is a typical example of collusion attacks. The colluded

malicious users can (1) provide high ratings for self-promoting;

(2) provide low ratings for bad-mouthing [5]–[7]; (3) restore their

reputation by providing honest ratings to products that they do not

care [13], [14]; or (4) whitewash their reputation by registering

new user IDs [15].

Advanced collusion attacks, where malicious IDs perform more

diverse yet coordinate tasks, are proposed to further strengthen

manipulation impact and to avoid being deected. For instance,

in Oscillation attacks [9], multiple malicious user groups may
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perform different rating behavior to protect one another from being

detected. In RepTrap attacks [10], attackers overturn the reputation

of products to undermine honest users’ reputation.

Note that, in this study, we mainly focus on how to enhance

manipulation impact when a certain number of unfair ratings are

applied on different target products. How these ratings can be

inserted without being detected will be further studied in the future

work and is beyond the scope of this paper. Therefore, defense

solutions are not considered in this study.

B. Influential Factors for Product Sales/Downloads

Many researches have already been conducted to investigate

how different factors may influence product sales/downloads.

Rating value and volume are generally recognized as critical

influential factors [16]–[21]. While rating volume is often believed

to have linear impact [19], [22], the impact of rating value is found

to be nonlinear [16], [23], indicating that a fixed increase in rating

value can lead to disparate market sales/downloads for products

with different existing ratings.

More interestingly, researches in recent years have found that

the impact of rating value and volume differs over products

with different popularity [24]–[27], which is often represented

by market ranks. To accurately capture such impact, quantile

regression models have been proposed by prior studies [25],

[28] and are shown to be robust and appropriate to estimate the

differential impact of influential factors on the whole distribution

of the product sales/downloads variable [29].

A product’s sales/downloads may also be affected the network

effect and herding effect. First, the network effect indicates that

the greater user base of a product will help expand its market share

[24], [30], [31]. An extreme example is that if a user’s friends all

use a particular chatting software program, very likely this user

will adopt the same software in order to stay in touch. Second,

the herding effect [32], [33] describes that online consumers are

empirically proved to follow others’ adoption decisions [24]. In

other words, if a product gets popular and ranked higher in the

market, consumers may follow their predecessors’ steps and also

choose this more popular product.

We follow the above literature to adopt these influential factors

in our quantile regression model, which is discussed in details in

Section III-A.

III. Model and Data

A. Quantile Regression Model

As quantile is defined as the quantile of the outcome variable

distribution, the quantile regression model as a superior estimation

method is designed to evaluate the impact of influential factors on

the entire distribution of the outcome variable [29]. The general

form of a quantile regression model is expressed as:

Qα(y|x) = xβ(α) (1)

where Qα(y|x) denotes the αth quantile of the distribution of

the outcome variable y, and x denotes the vector of independent

variables.

In this study, we adopt the quantile regression model to estimate

the impact of any changes introduced by rating manipulations on

product sales/downloads. Therefore, we use y to measure product

sales/downloads. A logarithm transformation is applied on y to

cope with the scale effect [16], [22], [24].

The independent variable vector x includes those influential

factors that will be affected by rating manipulations and other

independent variables. Specifically, we first include the average

rating value r̄it of product i at week t, of which the impact

is non-linear [19], [23]. That is, β2(α) ∗ r̄it + β3(α) ∗ r̄it ∗ r̄it.

Moreover, we include a binary variable Rev ui
t [34] to indicate

if product i has received any user rating by week t. Second, we

include β5(α) ∗ log(v̄it) to capture the impact of rating volume

(vit) and set the value of log(vit) as one if product i does not

receive any ratings at week t yet [16]. Third, the herding effect,

cumulatively proxied by product rank (i.e. rank Ri
t), is represented

by β4(α) ∗ Ri
t [24]. Fourth, we include β6(α) ∗ log(d̃it) to

capture the network effect [24], [30], [31], where d̃it is product

i’s total number of sales/downloads by week t. The logarithm

transformation is applied to deal with the large variance of total

product sales/downloads, otherwise the coefficient will not have

enough degrees of freedom to be statistically estimated [34]. In

addition to those key influential factors, we also adopt two control

variables: product age (Aget) and its square term (Age2t ) proposed

in [24] to model product sales/downloads more robustly.

A notorious confounding factor is the endogeneity caused by

reverse causality [34]. To control for this issue, we adopt one

time lag in all independent variables [18], [22], [34], so that all

independent variables at time t− 1 are included to eliminate the

possibility of reverse causality.

As a summary, we develop the following quantile regression

model to estimate the impact of review manipulations:

log(dit)(α) =β0(α) + β1(α) ∗Rev ui
t−1 + β2(α) ∗ r̄

i
t−1

+ β3(α) ∗ r̄
i
t−1 ∗ r̄

i
t−1 + β4(α) ∗R

i
t−1

+ β5(α) ∗ log(ṽ
i
t−1) + β6(α) ∗ log(d̃

i
t−1)

+ βx(α)Controlsx,i,t + ξi,t(α)

(2)

where Controlsx,i,t is a 2 ∗ 1 matrix of control variables

including Agei,t, Age
2
i,t, α denotes αth quantile.

B. Context and Data

Our data is collected from CNET Download.com (CNETD),

an online platform providing more than 30,000 free or free-to-

try software programs for Windows, Mac, mobile devices, and

Webware. It holds a leading user rating system with a large

number of online user ratings/reviews. In addition, CNETD also

shows download counts for each of its software programs, which

well captures products’ online market share that is rarely available

on other platforms.

In particular, we collect a weekly panel data of software

downloading and online user ratings from CNETD over 26 weeks

in four categories from August 2007 to February 2008. Those

categories are Anti-virus, Download Managers, File Sharing and

Web Browser, which are chosen to include both popular down-

loaded software programs as well as software programs with

different application purposes. Specifically, we collect the number

of weekly downloads (dit), the cumulative number of downloads

(d̃it), the average rating values (r̄it), the rating volume (ṽit), how

long the software has been available on the market (Ageit), and

product rank by weekly downloads (Ri
t), in addition to various

software characteristics. Moreover, to capture the impact of CNET

editors’ expert rating on users’ choice [23], we add Rev eit as the

third element to the control variable matrix Controlsx,i,t.

The quantile regression model in equation (2) is then applied

to this data set. Specifically, the first 25 weeks’ data is used

to estimate parameters of the quantile regression model and the

last week’s data is left alone for attack simulation later. We
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intentionally partition the data set in this particular way to assure

that our quantile regression model estimation is independent of

the subsequent attack simulation.

IV. Observations

Based on parameters estimated through the quantile regression

model, we aim to answer the question as how a product’s

popularity, measured by its market downloads, can be promoted.

Specifically, we understand this problem by using the analogy of

energy level transition to product popularity level transition (or

promotion). In atomic physics, energy level transition describes

that an electron, after absorbing energy, may change its energy

level to a higher energy excited state. Similarly, in the online

market, a product, after absorbing some “promotion energy”, may

attract extra market downloads and jump to a higher popularity

level, which is measured by its market rank. Then the problem

becomes what sources can provide such “promotion energy”.

The most obvious one is the rating manipulation which inserts

overly inflated ratings, as we observe positive impact on product

downloads from rating value and volume based on the values of

β2(α), β3(α), and β5(α).
In addition, we also discover an interesting phenomenon as

the self-excited rank promotion. Specifically, if a product gets

its popularity promoted, which includes either rank improvement

or downloads increase, it will receive some pushing up power

from the market which helps it attract even more downloads.

We call such pushing up power as the market’s “self-exciting

power”. The extra increased downloads, once exceed the rank

transition requirement, may cause further rank promotion. The

rank promotion caused by the self-exciting power is so called

self-excited rank promotion.

We validate the existence of the self-excited rank promotion

through two steps: (1) whether a product’s popularity improvement

can boost its future downloads and (2) whether the increased

downloads can be large enough so that the product can jump to a

higher rank.

As the first step, we check the impact of a product’s popularity

improvement on its future downloads. Recall that such impact

is captured by two quantile based parameters β4(α) and β6(α).
By examine the values of these two parameters, we find them as

always positive for all products in all four markets, indicating a

positive impact of product popularity improvement on its future

downloads.

We validate the second step in Figure 1, where product rank

and download increase are represented by the x-axis and y-axis

respectively. Assume that product i’s rank has been improved

by 1 from time t − 1 to time t (i.e. Ri
t = Ri

t−1 − 1), and

such improvement also comes together with the extra increase

of its total downloads from d̃it−1 to d̃it. Both of these two factors

contribute to product i’s popularity improvement, which leads to

an increase in the future downloads by ∆dachi. Furthermore, we

also assume that it requires ∆dreq to continue climbing up by

one rank (e.g. Ri
t+1 = Ri

t−1). In other words, ∆dachi represents

the excitation power generated by popularity improvement, while

∆dreq represents the rank promotion requirement. The offset

between these two values (i.e. ∆dachi −∆dreq) is illustrated for

each product rank through the red curve in Figure 1. We also draw

a blue horizontal line to indicate zeros for better illustration.

A non-negative offset at a given rank indicates that the self-

exciting power is sufficient to cover the rank promotion require-

ment. In other words, if a product is pushed up to this rank from
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Fig. 1: Market Self-excitation

a lower one, it will be automatically excited to a higher rank with

no need of manipulations.

From Figure 1, we observe the same trend for all four cate-

gories. That is, ∆dachi −∆dreq often yields non-negative values

for medium ranks while negative values for top and low ranks,

indicating a higher possibility of self-excitation effect occurring

at medium ranks. More important, in Figure 1, we only demon-

strate the excitation power generated by one rank jump and its

corresponding total download increase. If the product’s rank has

been improved by more than one in the previous iteration, the

self-excitation power will be larger and may even turn the offset

∆dachi −∆dreq from negative to positive.

Through the above discussions, we discover that a product’s

rank can be promoted by either the “external energy” provided

by rating manipulations or the “internal energy” generated by

the market’s self-exciting power. Inspired by this observation,

we propose a novel iterative rating attack which enhances the

manipulation impact on product sales/downloads by integrating

these two energy.

V. Proposed Attack

We assume the attack model as that an attacker with a fixed

number of unfair ratings (i.e. N ) aim to promote target product’s

rank as much as possible. Inspired by the market’s self-exciting

property, we propose an iterative attack strategy (i.e. Siter) that

distributes the total N unfair ratings over multiple iterations. For

each iteration, unfair ratings are only inserted in the beginning,

providing the initial power to enable target product’s rank promo-

tion. Then the attacker just wait and see if the market self-exciting

power can provide further energy to continue pushing up target

product’s rank. A new iteration will not be launched until target

product’s rank transition stops.

We demonstrate such process through a specific example. For

instance, the software in the anti-virus market named “Defender

Pro Anti Virus/Firewall 5.0.39” (DPAV), which has attracted 9088

total downloads and 24 ratings with an average value as 3, is

ranked 71 at week 26 in the market. We manipulate this product

by inserting 20 five-star ratings at week 26, which successfully

boosts its rank to 70 at week 27. Without further inserting any

unfair ratings, we continue tracking its rank transition and find

that the rank climbs up to 69, 65, 62, 58, 52, 48, 47, and 46 in

the following 8 weeks and stops at rank 43 at week 36. These

rank transitions in week 28 ∼ 36 are all powered by the market’s
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Fig. 2: Comparison between Siter and Sall

self-excitation since the manipulation only occurs at week 26. We

consider the self-excitation stops since the rank does not change

any further, and then launch the second iteration by adding 30

more ratings at week 37. These 30 ratings further boost the product

rank to 42 at week 38. Without any further manipulations, the

product rank continues to be promoted to 41, 40, 38, 35, and

stops at 33 at week 43.

Through this example, we see that by inserting unfair ratings

through multiple iterations, the target product absorbs not only

the manipulation power, but also the market self-exciting power

at each iteration.

VI. Experiment

To validate the feasibility of the proposed iterative attack

strategy Siter , we would like to compare its attack results to that

of the conventional all-together strategy Sall, which inserts unfair

ratings all at once, by fixing the manipulation power (i.e. unfair

rating volume). In particular, we choose the Anti-virus market as

an example to demonstrate the attack comparison, while similar

observations can also be extracted from the other three markets.

We simulate four attack scenarios where the total number of

unfair ratings is adjusted as 10, 20, 50 and 200, respectively.

In Sall, all unfair ratings are inserted together at week 26. In

Siter , to maximally utilize the market’s self-excitation property,

only one unfair rating is inserted in each iteration. Furthermore,

each experiment chooses one product to be the target product. We

repeatedly run this experiment for all the products in the Anti-

virus market. The impact of these two attacks on each product is

compared and results are shown in Figure 2.

In Figure 2, there are four subplots, representing four different

manipulation power settings. For each subplot, the x-axis repre-

sents products’ original rank while the y-axis represents the rank

improvement offset, which is calculated as the rank improvement

caused by Siter subtracts that caused by Sall. This value, therefore,

is positive when Siter yields better performance and is negative

the other way round. To assist the visualization of the results,

black points are used to represent the products on which Siter

outperforms Sall, while red plus signs are used to represent the

rest products.

From Figure 2, we can observe that Sall achieves the same ma-

nipulation impact as Siter does on top rank products, while beating

Unfair Medium Rank Products
Volume Prange ∆Rmax Pratio

10 39 ∼ 98 43 81.67%

20 25 ∼ 101 36 88.31%

50 37 ∼ 98 26 77.42%

200 43 ∼ 77 15 68.57%

TABLE I: Manipulation Impact on Medium Rank Products

Siter on low rank products, regardless of the manipulation power.

On medium rank products, however, Siter often outperforms Sall.

We further conduct quantitative comparisons between Siter and

Sall on medium rank products in Table I.

Specifically, Prange represents the range of “medium” rank

products; ∆Rmax represents the maximum rank improvement

offset, and Pratio represents the percentage of “medium” rank

products on which Siter outperforms Sall. For example, for attack

with 10 unfair ratings, products ranking from 39 to 98 all belong

to medium ranks, and the proposed attack Siter achieves better

performance on 81.67% of them. In the best case, the final rank

of the target product manipulated by Siter is 43 ranks higher than

the case if it was manipulated by Sall.

We can observe high Pratio values for all the four attack

scenarios, indicating that the proposed Siter outperforms Sall on

most “medium” rank products. Moreover, such advantage varies

over different manipulation power. The increase of manipulation

power leads to range shrink of medium ranks as well as the value

drop of Pratio and ∆Rmax, indicating less obvious advantages

for iterative manipulations.

Through the above discussions, we argue that malicious attack-

ers should dynamically adjust their attack strategy according to the

target product’s property as well as their own manipulation power.

(1) If the target product is a top rank product, it does not really

matter if the attacker chooses to insert unfair ratings all at once or

through several iterations. (2) If the target product is a low rank

product, the all-together strategy often yields better performance.

(3) If the target product is a medium rank product, inserting unfair

ratings in an iterative way yields better performance for most of

the time. Nevertheless, the range of medium ranks is related to

the attacker’s manipulation power. For attackers with constrained

manipulation power, Siter yields better performance on a larger

range of products, while for “rich” attackers with overwhelming

manipulation power, such advantage becomes less obvious.

VII. Conclusion

The prosperity of online rating systems has significantly influ-

enced the way people make their online purchasing/downloading

decisions. Meanwhile, the simplicity of generating online rat-

ings/reviews makes such systems very vulnerable to diverse ma-

nipulations from malicious vendors in practice. The study of rating

attack strategies, however, is still very simple and immature.

In this study, we first understand the impact of different influ-

ential factors on product sales/downloads by applying a quantile

based regression model on a real market data set that contains

product download information. We further disclose and validate

the existence of the self-excited rank promotion. By integrating

market’s self-exciting power, we then propose a novel iterative

rating attack and validate its advantage through experiments. We

conclude this paper by arguing that the attack impact is determined

by not only attacker’s manipulation power but also the market and

target product’s own property. Such observation will benefit the

future attack/defense studies in online rating systems.
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