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ABSTRACT

We propose a full reference stereo video quality assessment
algorithm for assessing the perceptual quality of natural stereo
videos. We exploit the separable representation of motion
and binocular disparity in the visual cortex and develop a
four stage algorithm to measure the quality of a stereoscopic
video called FLOSIM3D. First, we compute the temporal fea-
tures by utilizing an existing 2D VQA metric which measures
the temporal annoyance based on patch level statistics such
as mean, variance and minimum eigen value and pools them
with a frame categorization based non-linear pooling strat-
egy. Second, a structure based 2D Image Quality Assess-
ment (IQA) metric is used to compute the spatial quality of
the frames. Next, the loss in depth cues is measured using
a structure based metric. Finally, the features for each of the
stereo views are pooled to obtain the final stereo video quality
score. We demonstrate the state-of-the-art performance of the
proposed metric on IRCCYN dataset involving H.264, JP2K
compression artifacts.

Index Terms— Stereo, full reference video quality as-
sessment, depth, motion.

1. INTRODUCTION

The development and advancements in digital 3D (stereo)
multimedia technology has shown rapid growth in the past
decade. According to the statistics of Movie Pictures Associ-
ation of America [1], the 3D movie box office profit reached
11.1 billion USD in 2015 along with a 15% increase in the
number of 3D screens compared to 2014. These statistics are
a clear indication of the popularity of 3D technology. The
source video content can be degraded due to the error prone
channel environment leading to a reduction in the Quality
of Experience (QoE) of the end user. Objective Quality As-
sessment (QA) is a useful tool for assessing and improving
the user’s overall quality of experience. Objective QA is typ-
ically classified into full reference (FR), reduced reference
(RR) and no reference (NR) based on the utilization of the
pristine or reference video content. In this paper, we restrict
our focus to FR 3D VQA.

The 3D video quality assessment is more complex com-
pared to 2D VQA due to an additional dimension depth. Early

researchers [2, 3, 4], applied the 2D image QA (IQA) metrics
by averaging the frame wise scores of left and right views,
and 2D video QA (VQA) on the individual views and the final
3D quality score is computed by calculating the mean of both
views of the video. Further, they add the depth features to the
above quality scores. They concluded that, 2D VQA shows
better performance than IQA metrics and the metric perfor-
mance improved with the inclusion of the depth information.
Several studies [5, 6, 7] proposed 3D FR VQA metrics based
on local & global patch measurements of luminance, chromi-
nance and depth maps. They computed the statistical and Hu-
man Visual System (HVS) inspired measurements on frame
by frame basis to compute quality score. They pooled frame
quality scores with the weights obtained from depth maps or
luminance components to obtain the overall 3D quality score.

Battisti et al. [8] proposed a 3D FR VQA metric based on
binocular perceptual properties of HVS. They utilized the cy-
clopean frames of reference and distorted stereoscopic video,
binocular rivalry measurement and binocular depth to per-
form the QA of stereoscopic video. Jin et al. [9] proposed
a stereoscopic FR VQA metric based on 3D-Discrete Co-
sine Transform (DCT) and Mean Square Error (MSE) com-
putation. They match similar blocks in the right image cor-
responding to a specific block in the left image and apply
3D-DCT. The final quality score is computed by calculating
the MSE between the reference and distorted 3D-DCT coef-
ficients. De Silva et al. [10] proposed a FR 3D VQA based
on the measurement of the structural distortion, blur strength
and content complexity. The structural distortion strength is
computed by calculating the similarity between reference and
distorted frames and further, disturbances in edge strength is
computed to measure the blur strength. The content complex-
ity is measured by calculating the spatial index (SI) and tem-
poral index (TI) based on ITU recommendation P.910 [11] of
a 3D view.

Several studies [12, 13] have proposed 3D VQA metrics
by computing the Just Noticeable Differences (JND) from
spatial, temporal and depth components of individual views.
Han et al. [14] proposed a 3D FR VQA metric based on de-
pendencies in spatial and temporal information of a stereo-
scopic video. They computed a joint descriptor by calculating
the eigenvalues and eigenvectors from 3D tensor structures of
a 3D Sobel filtered salient pixel. Kim et al. [15] proposed a
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FR 3D VQA metric based on depth map and motion regulari-
ties. The spatial quality scores are computed by applying the
Scale-Invariant Feature Transform (SIFT) [16] on the frame
and temporal consistencies are computed from estimated dis-
parity maps of reference and distorted video sequences.

In this paper, we propose a stereoscopic full reference
video quality metric (FLOSIM3D) which is based on exploit-
ing the depth and motion dependencies.

2. PROPOSED ALGORITHM

Various studies on the visual cortex revealed that motion and
stereoscopic depth are crucial factors to analyse the struc-
ture of a visual scene. A visual scene is composed of ob-
jects whose position changes over time or across the eyes.
The study [17] concluded that a joint-encoding of motion and
depth takes place at an early cortical stage. This property of
the visual cortex explains the significance of motion and depth
to perceive a stereoscopic video. Additionally, it was studied
that MT neurons receive a majority of its binocular disparity
signals from V2 [18] and the motion information arrives from
V1. Therefore, selective pooling of inputs contribute to the
largely separable representation of motion and binocular dis-
parity in MT [19]. We exploit this property of the visual cor-
tex and develop a four stage algorithm to measure the quality
of a stereoscopic video.

The four-stages of the algorithm are shown in Fig. 1
which involves computing the temporal features, spatial fea-
tures and depth features. These features for each of the stereo
views are pooled to obtain the final stereo video quality score.
In the first stage, we extract the temporal quality features from
individual views of a stereoscopic video using a motion based
2D-VQA metric. In the second stage, we compute the spatial
features using a 2D-IQA metric. The third stage computes
the depth maps for each frame of the stereo views. The fea-
tures from all the three stages are integrated to obtain a frame
level score for each of the views. The frame-level scores are
pooled to view-wise scores and the two view-wise scores are
averaged to obtain a stereo video quality score.

2.1. Temporal Features

Binocular retina of the HVS captures two different views of
a single scene point to create an illusion of depth perception.
DeAngelis and Newsome [20] showed that, the disparity se-
lective neurons present in the area MT have functional or-
ganization of patch based dependencies between motion and
disparity. Additionally, the perceptual depth quality can be af-
fected by the motion information due to the dependencies on
dynamic and kinetic depth cues, motion parallax [21, 22] of
a 3D view and also, several studies [2, 23] explored the rela-
tionship between motion variation and depth quality based on
perceptual distortion strengths. Dufaux et al. [24] explored
the motion and depth dependencies on structural properties

Fig. 1: Overview of FLOSIM3D.

of an edge in a 3D scene. They concluded that the compres-
sion and distorted artifacts change the structural properties of
an edge and it varies the motion and depth perception com-
pared to the reference video. This implies that frame catego-
rization based on disturbances in temporal information due to
artifacts can give a better utilization of depth quality features.
Therefore, the selection of the 2D VQA metric to compute the
temporal features should imbibe these properties. We chose
to work with FLOSIM [25] which is based on measuring the
patch level statistical properties of the optical flow (finest rep-
resentation of motion information). Additionally, FLOSIM
pools the temporal features using a non-linear pooling strat-
egy by categorizing the frames which gives better idea on the
effect of distortion on disparity and motion variation between
frames of a 3D video.

The temporal FLOSIM measures the local flow statistics
with patch wise mean, µ, variance, σ and minimum eigen-
value, λmin. The difference in dispersion of the mean and
variance of all the patches in a distorted frame and the ref-
erence frame is measured. The patch-wise correspondence
of each patch is measured by taking the correlation of the
minimum eigen value of the reference and distorted patches.
Equations (1) and (2) give the frame level temporal distortion
measure.
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is the dispersion difference of the frame i in the x view (left
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t) is the coefficient of variation of
the feature V of the frame i for the test video t, Vi represents
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The minimum eigen value of the covariance matrix of hor-
izontal and vertical flow components of a flow patch is a mea-
sure of randomness in the flow patch. The frame level ran-
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where V= {λ|.|}, and corrx is the linear correlation coeffi-
cient.

The frame level distortion is however not a representative
of the video quality as the distortions might go unseen in a
video. To measure the perceptual annoyance of the video, the
frame categorisation is done with two thresholds τ iµ, τ iσ which
are based on temporal features of the neighbouring frames.
Table 1 tabulates the four categories of regions and their cor-
responding temporal FLOSIM score (QiFL) and also explains
the motion and depth based prominence of each region.

The temporal annoyance levels are measured on individ-
ual videos of a stereoscopic view and QiFLl

, QiFLr
represents

the left and right video temporal FLOSIM scores. The overall
temporal FLOSIM score of stereoscopic video is computed as

QFL =
1

2T

T∑
i=1

(QiFLl
+QiFLr

), (3)

where T represents the total number of frames.

2.2. Spatial Features

The HVS is highly sensitive and is adapted to the structural
properties [28] of a view. MS-SSIM [29] is a top down ap-
proach which computes the structural similarity at different
scales and hence, the spatial quality for each frame of the left
and the right view is given by

Qisl = (1− (MS-SSIM(Hi
spl
, Hi

stl
)))

Qisr = (1− (MS-SSIM(Hi
spr
, Hi

str
)))

where, Hi
spl

represents the frame i of the pristine p video of
the left view l. s is a symbol for spatial content.

2.3. Depth Features

The retinal views of both the eyes converge to a point in the
visual space to illustrate the single projection of the perceived
scene. The simple and complex cells extracts the structural
information (spatial and temporal) of both the eyes and this
information is processed in primary visual cortex to make an
illustration of depth perception [30].

(a) Left view. (b) Right view.

(c) Reference disparity. (d) Distorted disparity.

Fig. 2: Luminance and disparity maps.

In order to achieve this, we chose SSIM based stereo
matching algorithm [31] based on trade-off between accuracy
and time complexity. Fig. 2 shows a frame of left & right
views and the corresponding depth map of reference and
distorted views (QP = 44).

In our approach, we computed two disparity maps from
a stereo view by treating the left view as reference (dil) and
next by treating right view as reference (dir). Therefore, two
disparity maps are computed for a reference stereo video (dipl ,
dipr ) and a distorted stereo video (ditl , d

i
tr ). In our work, we

resort to quantifying the loss in depth cues of distorted video
compared to the reference video. The depth perception in the
HVS is highly sensitive to the structural properties [30, 32] of
a scene point. Therefore, the loss in depth cue is measured by
computing the structural information loss in distorted video
depth maps with respect to the reference video depth maps
[33] with MS-SSIM.

Qidl = (1−MS-SSIM(dipl , d
i
tl
)), (4)

Qidr = (1−MS-SSIM(dipr , d
i
tr )), (5)

whereQidl andQidr measure the depth quality of left and right
views respectively. The overall depth quality score is com-
puted by taking the mean of Qdl , Qdr across all the frames.

Qd =
1

2T

T∑
i=1

(Qidl +Qidr ). (6)

2.4. Overall Quality Score

To compute the overall quality of a stereoscopic video, first
we pooled the temporal and spatial features into a single score
by computing the mean of product of individual features of
each view across frames according to (7) and further, we in-
tegrated the depth quality features by (8).

FLOSIM =
1

2T

T∑
i=1

(QislQ
i
FLl

+QisrQ
i
FLr

), (7)

FLOSIM3D = FLOSIM×Qd. (8)

We are motivated from [36] to give equal priority to all com-
ponents.

3. RESULTS AND DISCUSSION

The performance of the proposed metric FLOSIM3D was
tested on IRCCYN dataset [37]. Due to the lack of pub-
licly available distorted 3D video datasets, we limited our
evaluation to IRCCYN dataset. The IRCCYN dataset has
10 reference video sequences with good variety of structure,
texture, depth and temporal information. These video are
captured with Panasonic AG-3DA1E twin-lens camera with
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Table 1: Frame categorisation based on perceptual annoyance levels and prominence in motion and depth regime

Region Threshold Significance in motion Significance in depth Temporal FLOSIM (QiFL)
R1 Dix(µ

i
p,µ

i
t) > τ iµ, Dix(σ

i
p,σ

i
t) > τ iσ Higher irregularities Non-uniform and Dix(µ

i
p,µ

i
t) +

in flow field inconsistencies in depth map [26] Dix(σ
i
p,σ

i
t).C

i
x(λ

i
p,λ

i
t)

R2 Dix(µ
i
p,µ

i
t) < τ iµ, Dix(σ

i
p,σ

i
t) > τ iσ Higher intra patch irregularities Motion parallax and Dix(σ

i
p,σ

i
t).C

i
x(λ

i
p, λ

i
t)

rivalry errors in depth [27]
R3 Dix(µ

i
p,µ

i
t) < τ iµ, Dix(σ

i
p,σ

i
t) < τ iσ Acceptable temporal distortion Tolerable depth errors Cix(λ

i
p,λ

i
t)

R4 Dix(µ
i
p,µ

i
t) > τ iµ, Dix(σ

i
p,σ

i
t) < τ iσ Higher inter patch irregularities Dynamic occlusion Dix(σ

i
p,σ

i
t).C

i
x(λ

i
p,λ

i
t)

errors in depth [27]

Table 2: 2D & 3D I/VQA performance evaluation on IRCCYN dataset.

Algorithm H.264 JP2K Overall
LCC SROCC RMSE LCC SROCC RMSE LCC SROCC RMSE

SSIM 0.6223 0.5464 0.8843 0.7137 0.5974 0.9202 0.5598 0.2465 1.0264
MS-SSIM 0.7885 0.6673 0.6955 0.9439 0.9299 0.4327 0.8506 0.8534 0.6512
Chen [31] 0.662 0.5720 0.6915 0.8817 0.8724 0.6182 0.798 0.7861 0.7464

STRIQE [34] 0.7913 0.7167 0.8433 0.9017 0.8175 0.5666 0.7931 0.7734 0.7544
STMAD [35] 0.7641 0.7354 0.7296 0.8388 0.7236 0.7136 0.6400 0.3495 0.9518

QFL 0.6453 0.5489 0.6958 0.8441 0.8278 0.7027 0.7252 0.7097 0.8528
FLOSIM [25] 0.9265 0.8987 0.4256 0.9665 0.9495 0.3359 0.9074 0.8986 0.5206

Qd 0.5641 0.5181 0.9571 0.6466 0.5537 0.9997 0.6167 0.5759 0.9751
Chen3D 0.7963 0.8035 2.5835 0.9358 0.8884 3.2863 0.8227 0.8201 2.9763

STRIQE3D 0.6836 0.6263 2.3683 0.8778 0.8513 3.2121 0.7599 0.7525 2.8374
FLOSIM3D(proposed) 0.9589 0.9478 0.3863 0.9738 0.9548 0.2976 0.9178 0.9111 0.4918

a baseline seperation of 60 mm. The video sequences have a
resolution of 1920 × 1080 and duration of either 16 seconds
or 13 seconds with a frame speed of 25 fps. The H.264 com-
pression artifacts are introduced using JM reference software
by varying the quantization parameter (QP = 32,38,44) and
JP2K artifacts (2,8,16,32 Mb/s) are applied on frame basis of
a view. These artifacts are applied symmetrically on left and
right videos.

We report the Linear Correlation Coefficient (LCC),
Spearmans Rank order correlation (SROCC) and Root Mean
Square Error (RMSE) scores between different 2D & 3D
I/VQA metrics and DMOS scores after non-linear logistic fit
[38]. Here, higher SROCC and LCC scores indicate good
agreement with HVS scores and lower RMSE indicates better
performance. Also, we extended several 3D IQA metrics
[31, 34] to 3D VQA (Chen3D,STRIQE3D) metrics by in-
cluding the temporal features (QFL) for better comparison.
The computation of Chen3D,STRIQE3D is shown below:

Chen3D =
1

T

T∑
i=1

(
MJ i3D ×

[
QiFLl

+QiFLr

2

])
,

STRIQE3D =
1

T

T∑
i=1

(
ST i3D ×

[
[QiFLl

+QiFLr

2

])
,

where MJ i3D is the spatial quality score of frame pair i as
computed using [31], and ST i3D is the spatial quality score of
frame pair i as computed using [34].

Table 2 shows the performance evaluation of different 2D
IQA/VQA and 3D IQA metrics on the IRCCYN dataset. It
is clear that FLOSIM3D outperforms the other 2D IQA/VQA
and 3D IQA metrics. Even though, the video sequences have
been distorted at different compression rates, they do not have
significant perceptual distortion. Due to this, 2D IQA metrics
show competitive performance with 3D IQA metrics.

4. CONCLUSION

A FR 3D VQA metric called FLOSIM3D was proposed based
on the dependencies between motion and its disparities. We
utilized the frame categorization of a video sequence by us-
ing optical flow field strength to compute the dependencies.
Further, we included the depth features in addition to spa-
tial and temporal features to compute quality. We showed
that FLOSIM3D has state-of-the-art performance on the IRC-
CYN stereoscopic video dataset and easily outperforms exist-
ing 2D/3D I/VQA metrics. In future, we plan to improve and
extend the metric performance by including features of afore-
mentioned dependencies and evaluate its performance on a
wider variety of 3D videos.
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