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ABSTRACT

A new type of light field display called a tensor display was investi-
gated. Although this display consists of only a few light attenuating
layers located in front of a backlight, many views can be emitted in
different directions simultaneously without sacrificing the resolution
of each view. The transmittance pattern of each layer is calculated
from a light field, namely, a set of dense multi-view images (typically
dozens) that are to be observed from different directions. However,
preparing such images is often cumbersome for real objects. We pro-
pose a method that does not require multi-view images as the input;
instead, a focal stack composed of only a few differently focused
images is directly transformed into the layer patterns. Our method
greatly reduces the data acquisition cost while also maintaining the
quality of the output light field. We validated the method with exper-
iments using synthetic light field datasets and a focal stack acquired
by an ordinary camera.

Index Terms— light field, focal stack, 3-D display

1. INTRODUCTION

3-D displays have been the subject of study for several years [1, 2,
3, 4, 5]. These displays can be categorized on the basis of several
criteria, such as necessity of wearing glasses and the number of sup-
ported views. Glasses-free (naked-eye) displays have attracted at-
tention because they enable a more natural viewing experience than
glasses-based ones. Multi-view displays have more potentials than
the conventional stereo-only displays because multi-view displays
not only provide depth perception by showing different images to
the left and right eyes but also present natural motion parallax along
the movement of observers.

To develop glasses-free multi-view displays, researchers have
devised several methods, including those that use parallax barriers
[1, 6, 7, 8], specially designed lenses (lenticular screens or integral
photography lenses) [2, 3, 9, 10, 11], and stacked layers [12, 13, 14,
15, 16]. In this paper, we focus on the final method, which is based
on a few light-attenuating layers [13, 16]. This type of display, called
a tensor display, can emit many views simultaneously in different
directions without sacrificing the resolution of each view.

The structure of a typical tensor display is illustrated in Fig. 1
(right). A few light attenuating layers are stacked in front of a back-
light. The transmittance of each layer pixel can be controlled indi-
vidually in accordance with the contents to be displayed. Depend-
ing on the viewing direction, these layers overlap with a different
shift, so the displayed images are direction dependent. More pre-
cisely, many views or a light field [17, 18], which are expected to
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Fig. 1. Focal stack (left) and tensor display (right).

be observed from different viewing directions, are given as the in-
put, and then the layer patterns are optimized so as to reproduce the
light field as faithfully as possible. This optimization is conducted
through non-negative tensor factorization (NTF), where the trans-
mittance values are alternately updated layer by layer.

Visualizing real world 3-D scenes with this display presents a
challenge in terms of data acquisition because a dense light field,
i.e., a set of multi-view images (typically dozens of images) with
very small viewpoint intervals, is required as the input [19]. In this
paper, we demonstrate that a focal stack, which is composed of only
a few differently focused images, as shown in Fig. 1 (left) , can be
used as the input to this display instead of multi-view images. More
specifically, if we use three semi-transparent layers for the display,
we only need three images, where each image is focused on each
layer. While greatly reducing the data acquisition cost, our method
can also keep the quality of the output light field. We evaluated
the effectiveness of the proposed method by conducting experiments
using synthetic light field datasets and a focal stack acquired by an
ordinary camera.

In previous works, focal stacks have been used for light field
representation and depth estimation [20, 21, 22, 23]. However, to
our knowledge, using a focal stack directly as the input to a light
field display is a new and original contribution of this paper.

2. PROPOSED METHOD

2.1. Light field parameterization

A light field is defined as a 4-D function to describe all the light rays
that travel straight in a free space [17, 18]. For simplicity of anal-
ysis, we only consider a 2-D flatland model with a 2-D light field
(as shown in Fig. 2), but extension to a 3-D space (a 4-D light field)
is straightforward. In this paper, we adopt a plane + angle param-
eterization: a reference plane (z = 0) is defined, and a light ray is
parameterized by the intersection point with the reference plane (u)
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Fig. 2. Configuration of a light field.

and the direction with respect to the z axis (θ). The luminance of
each light ray is described as L(u, θ). In accordance with this pa-
rameterization, the light rays that pass through a scene point (x, z)
should satisfy

u = x− z tan θ. (1)

2.2. Modeling a Tensor Display

As shown in Fig. 2, a few light attenuating layers are stacked in
front of a backlight. A light ray originating from the point u on the
reference plane and outgoing in the θ direction is described as

L(u, θ) =
∏
k∈K

ak (u+ zk tan θ)L0. (2)

Here, ak(x) denotes the transmittance of the k-th layer located at
zk and K denotes the set of layer indices. L0 is the luminance of
the backlight and can be omitted under the assumption that the light
intensity is normalized.

As mentioned in [13, 16], using time-multiplex over several con-
secutive frames can improve the quality of the displayed light field.
Time-multiplex is not considered in this paper, but will be explored
in our future work.

2.3. Layer pattern optimization for a given light field

Given a light field that should be emitted from the display, L̄(u, θ),
the goal of layer pattern optimization is described as

arg min
ak(x)(k∈K)

∫
Θ

∫
U

∥∥L̄(u, θ)− L(u, θ)
∥∥2

dudθ, (3)

where U and Θ are the effective ranges for u and θ, respectively.
This optimization is non-convex, so we adopted an alternative ap-
proach to solve it.

Suppose that we want to obtain the pattern for a specific layer
al(x) under the assumption that the other layer patterns ak(x) (k ∈
K\{l}) are known. From Eq. (2), we instantly obtain

L(x−zl tan θ, θ) =
∏
k∈K

ak (x+ (zk−zl) tan θ)

= al(x)Al(x, θ), (4)

where

Al(x, θ) =
∏

k∈K\{l}

ak (x+ (zk−zl) tan θ) . (5)

Here, L(x−zl tan θ, θ) represents all the outgoing light rays that de-
pend on the transmittance of al(x). It should be noted that Al(x, θ)

can be obtained without using al(x). Therefore, under the assump-
tion that ak(x) (k ∈ K\{l}) are fixed, Eq. (3) is equivalent to

arg min
al(x)

∫
Θ

∥∥L̄(x−zl tan θ, θ)− al(x)Al(x, θ)
∥∥2

dθ (6)

and we obtain the analytical solution that is written as

al(x) =

∫
Θ
L̄(x−zl tan θ, θ)Al(x, θ)dθ∫

Θ
∥Al(x, θ)∥2 dθ

. (7)

On the basis of the above, we can derive an algorithm (Algo-
rithm 1) that optimizes the layer patterns for the given light field
L̄(u, θ). Although it looks different at first glance, this algorithm is
completely the same as the multiplicative update rule used in [16]
when time-multiplex is disabled.

Algorithm 1 Obtain layer patterns from a given light field

Input: L̄(u, θ)
Output: ak(x) (k ∈ K)
Initialize ak(x) (k ∈ K) with random numbers
Do until convergence

For k = 1, . . . ∥K∥

update: ak(x) =

∫
Θ
L̄(x−zk tan θ, θ)Ak(x, θ)dθ∫

Θ
∥Ak(x, θ)∥2 dθ

End
End

2.4. Layer pattern optimization using a focal stack

Here, we propose a new method of layer pattern optimization us-
ing a focal stack. First, we pose an assumption that Al(x, θ) given
by Eq. (5) is smooth along θ within the limited effective range Θ.
Accordingly, we rewrite Al(x, θ) as

Al(x, θ) = Al(x) + ϵl(x, θ) (8)

where the amplitude of ϵl(x, θ) is assumed to be sufficiently small
with respect to that of Al(x). Given this assumption, Eq. (7) can be
approximated as

al(x) ≃
∫
Θ
L̄(x−zl tan θ, θ)dθ∫

Θ
Al(x, θ)dθ

. (9)

Moreover, we rewrite the numerator of Eq. (7) as Il(x):

Il(x) =

∫
Θ

L̄(x−zl tan θ, θ)dθ. (10)

Equation (10) indicates that the light rays originating from a scene
point (x, zl) and going into different directions θ (the right hand-
side) converge on a single point x in Il(x) (the left hand-side).
Therefore, Il(x) can be regarded as an image whose focus is set to
the depth z = zl. An important observation here is that the original
light field L̄(u, θ) is no longer necessary—only the image Il(x) is
required to obtain the numerator of Eq. (7).

Accordingly, we can modify the previous algorithm into Algo-
rithm 2, which requires a focal stack Ik(x) (k ∈ K) as the input
instead of a light field L̄(u, θ). This significantly reduces the cost
of data acquisition, as a focal stack consists of only a few images
(the same number as the display layers), while a light field typically
consists of dozens of images. Moreover, Algorithm 2 requires less
computational cost than Algorithm 1 for each iteration.
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(a) Light field (5×5 views) and its central view (b) Focal stack with 3 depths generated from (a)

(c) Layer patterns obtained from the light field (a) (d) Layer patterns obtained from the focal stack (b)

(e) Simulated output using the layer patterns (c) and its error (f) Simulated output using the layer patterns (d) and its error

Fig. 3. Overview of the experiment using a synthetic light field dataset.

Table 1. Light field datasets from [24] 
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Fig. 5. Computational time.

Algorithm 2 Obtain layer pattern from a focal stack
Input: Ik(x) (k ∈ K)
Output: ak(x) (k ∈ K)
Initialize ak(x) (k ∈ K) with random numbers
Do until convergence

For k = 1, . . . ∥K∥

update: ak(x) =
Ik(x)∫

Θ
Ak(x, θ)dθ

End
End

3. EXPERIMENTS

It is obvious that our method using a focal stack (Algorithm 2) can
significantly reduce the data acquisition cost compared to the con-
ventional method using the original light field (Algorithm 1). In this
section, we experimentally demonstrate that our method can achieve
reasonable quality in reproducing the light field compared to the con-
ventional method. In the experiments, the number of display layers
was set to three.

The first experiment was conducted using light field datasets
[24], the specifications of which are listed in Table 1. An overview of
this experiment is shown in Fig. 3. As shown in Fig. 3(a), the orig-
inal light field consists of 5 × 5 images. From this light field, we
generated three refocused images, each of which is focused on each
display’s layer, as seen in Fig. 3(b). Shown in Figs. 3(c) and 3(d)
are the optimized layer patterns obtained by the conventional and
proposed methods, respectively. The former was calculated directly
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(a) Focal stack obtained from a camera

(b) Layer patterns (c) Simulated outputs

Fig. 6. Experiment with a real scene (refer also to demo video).

Fig. 7. Our prototype display.

from the original light field in Fig. 3(a), while the latter was from
the focal stack in Fig. 3(b). Both of them look similar. Shown in
Figs. 3(e) and 3(f) are the simulated images that would be observed
when three stacked layers are seen from the central viewpoint. Their
errors from the ground truth are also presented (magnified by 4 for
visualization). Again, similar results are obtained by the conven-
tional (Fig. 3(e)) and proposed methods (Fig. 3(f)).

A quantitative evaluation of the reproduced light fields over six
datasets is presented in Fig. 4. Here, the stacked layers were ob-
served by simulation from the same viewpoints as those of the orig-
inal light field dataset and the reproduction quality was measured
by PSNR against the original light field. Our method (focal stack)
achieves comparable quality to the conventional method (light field).
Figure 5 shows the average computational times for each iteration
with the conventional method (light field) and our method (focal
stack). We used a PC that has an Intel Core i7 CPU with 8GB of
RAM and a NVIDIA Geforce GT 730 video card. Both methods
were parallelized over x using CUDA. The computational time was
reduced to 50 – 60 % by our method.

Finally, we demonstrate light field visualization of a real scene
by using a focal stack acquired with an ordinary camera (Canon EOS
5D Mark II). Three images focused on different depths are presented

in Fig. 6(a). From this focal stack, we generated the layer patterns
shown in Fig. 6(b). Figure 6(c) shows simulated output images that
would be observed from different directions. We also displayed
these layer patterns on our prototype display [25], as shown in Fig. 7,
and confirmed that natural 3D perception was obtained. Note again
that we used only three focused images to achieve this; no light field
was captured at all.

More results are presented in the supplemental video [26].

4. CONCLUSION

A method for light field visualization on a tensor display that uses a
focal stack instead of multi-view images as the input was proposed.
Our method greatly reduces the data acquisition cost compared to
the conventional method while maintaining the quality of the output
light field. In future work, we will develop an end-to-end system
where a real scene captured as a focal stack can be reproduced in 3D
on our display hardware in real-time.
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