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ABSTRACT

Holoscopic imaging is a prospective acquisition and display
solution for providing natural and fatigue-free 3D visualiza-
tion. However, large amount of data is required to repre-
sent the 3D holoscopic content. Therefore, efficient coding
schemes for this particular type of image are needed. In this
paper, an effective coding scheme is proposed by exploring
the spatial correlation among the view images with differen-
t perspectives rendered from 3D holoscopic image. We uti-
lize the interlaced view image to descript such spatial corre-
lation. A linear prediction method is used on the interlaced
view image instead of the original holoscopic image directly.
Experimental results show that the proposed coding scheme
performs better than HEVC intra standard and screen content
coding extension of HEVC with around 2.41dB and 0.42 dB
average quality improvement respectively.

Index Terms— 3D holoscopic image, image coding, spa-
tial correlation, interlaced view image, HEVC

1. INTRODUCTION

With the 3D autostereoscopic display technologies becoming
more and more mature, users can enjoy a more immersive
glassless 3D experience. However, a fundamental limitation
of the most existing autostereoscopic display systems is that
they tend to cause some uncomfortable feelings for users,
such as eye strain or headache after prolonged viewing.

Holoscopic imaging, also referred to as integral, light
field, or plenoptic imaging, captures both spatial and angular
information of a 3D scene and is considered to be a prospec-
tive acquisition and display solution to supply a more nature
and fatigue-free 3D visualization [1]. So far, many research
groups have considered the standardization of 3D holoscopic
application. The JPEG working group starts a new study,
known as JPEG Pleno [2], aiming at richer image capturing,
visualization, and manipulation. The MPEG group has also
started the third phase of Free-viewpoint Television (FTV)
since 2013, targeting super multiview, free navigation and
full parallax imaging applications [3].

In the simplest form, the holoscopic imaging system with
full parallax consists of a lens array mated to a digital sensor.
In the acquisition side, the light rays emanated from the 3D

scene are captured by the lens array and then recorded by a 2D
image sensor. Each lenslet can capture one perspective view
of the 3D scene at a slightly different angle to its neighbors.
The recorded light rays through different lenses are called
elemental images (EIs), shown in Fig.1. In the visualization
side, the 3D object is constructed by the intersection of the ray
bundles emitted from the recorded holoscopic image behind
the same lens array.

EI

(a) (b)

Fig. 1. 3D holoscopic image “Laura”: (a) full image (b) par-
tial enlargement

In order to represent the captured 3D holoscopic image
with adequate resolution, large amount of data is required
and, consequently, effective compression schemes become
of paramount importance for such particular type of content.
Due to the fact that the EIs exhibit repetitive patterns and a
large amount of redundancy exists between the neighboring
EIs, several 3D holoscopic image coding frameworks have
been proposed to remove such redundancy. In [4], a pre-
diction coding work is proposed, in which the Self-Similarity
(SS) mode [5] is introduced into HEVC to improve the coding
efficiency of 3D holoscopic image. The SS mode is similar to
the Intra Block Copying (IntraBC) mode [6], which is used
to code the screen contents. The IntraBC mode has then been
considered in HEVC range extension developments [7-8].
In [9], a disparity compensation based 3D holoscopic image
coding algorithm is put forward to derive a better prediction.
A coding method combining the locally linear embedding
(LLE) is proposed in [10] to predict the coding block.

We have mentioned above that the 3D holoscopic imaging
captures both spatial and angular information of a 3D scene.
Therefore, views with different perspectives can be rendered
from the 3D holoscopic image. High spatial correlation also
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exists among the rendered view images and such correla-
tion can also be used to compress the 3D holoscopic image.
However, such high spatial correlation is not fully explored
by the above mentioned coding schemes. Therefore, in this
paper, a 3D holoscopic image coding scheme fully exploring
such spatial correlation is proposed. In order to descript the
spatial correlation among the rendered view images clearly,
we propose to use the interlaced view image to represent the
3D holoscopic image. A linear prediction method is used
on the interlaced view image instead of the original holo-
scopic image directly. In the linear prediction method, we
first search for the K-NN patches of the coding block within
the reconstructed neighboring view images to constitute the
prediction supports. Then a linear combination of the predic-
tion supports is utilized to estimate the coding block. Since
HEVC standard can significantly improve the compression
performance of high definition videos with half of the bit rate
saved compared to the H.264/AVC for the same perceptual
video quality, HEVC standard promises to improve the cod-
ing efficiency for holoscopic imaging coding. Therefore, we
choose HEVC to carry out the proposed coding method.

The remainder of the paper is organized as follows. Sec-
tion 2 presents the proposed 3D holoscopic image coding
scheme. The experimental results are presented and ana-
lyzed in section 3, while the concluding remarks are given in
section 4.

2. PROPOSED CODING SCHEME

The proposed coding method aims to improve the coding ef-
ficiency by exploring the spatial correlation among the ren-
dered view images from 3D holoscopic image. Fig.2 and
Fig.3 present the overview diagram of the proposed encod-
ing and decoding scheme. The details of each block in the
diagrams will be explained in the following subsections.

2.1. Encoding

2.1.1. Interlaced view image obtainment

3D holoscopic image contains both the spatial and angular in-
formation of a 3D scene. Viewpoint images can be rendered
from 3D holoscopic image, where the viewpoint images rep-
resent the orthographic projections of the captured 3D scene
in different directions. The simplest way to construct a single
viewpoint image is to extract one pixel with the same relative
position from each EI of a given 3D holoscopic image. How-
ever, extracting only one pixel from each EI results in disap-
pointingly low resolution and the rendered view image suffers
from severely blocky artifacts. This may weaken the spatial
correlation of the neighboring viewpoint images. Therefore,
in the proposed method, we construct a single viewpoint im-
age by extracting a patch with the same relative position from
each EI [11]. The process to construct viewpoint images from
3D holoscopic image is shown in Fig.4. Suppose that a P ×P

patch is extracted with the same relative position from each EI
with size nx×ny . With Nx×Ny EIs in 3D holoscopic image,
the final rendered view image is of size P ·Nx × P ·Ny .
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Fig. 2. The proposed 3D holoscopic image encoding system
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Fig. 3. The proposed 3D holoscopic image decoding system
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Fig. 4. Process to construct viewpoint images from 3D holo-
scopic image

By varying the relative position of the patch in each EI,
viewpoint images with different horizontal and vertical view-
ing angles can be derived. After all the patches in each EI
are extracted, an array of viewpoint images can be acquired.
We then stitch them together to construct the interlaced view
image. Fig.5 gives an example of interlaced view image.

2.1.2. Prediction supports searching

Let the pixel values in the current coding block be stacked
in a column vector x0 and the pixel values in its neighbour
templates with template thickness being T are compacted in
a column vector y0. The principle of acquiring the prediction
supports of the coding block is to first search for K-NN patch-
es of y0 within the reconstructed neighboring viewpoint im-
ages under Euclidean distance, and then obtain the prediction
supports of coding block according to K-NN patches of y0.
Since the searching is very time-consuming, specified search-
ing windows are used to reduce the searching complexity.
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Rendered view image
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Fig. 5. Interlaced view image: (a) full image (b) partial en-
largement

Suppose the coordinate of current coding block is (cx, cy),
then the coordinates of the corresponding blocks with the
same relative position in left, top and top-left neighbouring
viewpoint images are (cx−Wview, cy), (cx, cy −Hview) and
(cx − Wview, cy − Hview), shown in Fig.6. The Wview and
Hview represent the width and height of viewpoint image,
where Wview = P ·Nx and Hview = P ·Ny . The searching
range in left neighbouring viewpoint image is set to 2H in
horizontal direction. In top neighbouring viewpoint image,
the searching range is appointed to 2V in vertical direction.
In top-left neighbouring viewpoint image the searching range
is specified to V × H . The searching ranges in neighbour-
ing viewpoint images are illustrated by the embedded red
rectangles in Fig.6.

H
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Corresponding block in neighboring viewpoint image Neighbor blocks

Fig. 6. Searching windows in reconstructed neighbouring
viewpoint images

2.1.3. Coding block linear prediction

Suppose vectors {yk|k = 1, 2, ...,K} represent the K-NN
patches of y0, and vectors {xk|k = 1, 2, ...,K} represent the
prediction supports of vector x0. The main goal of linear pre-
diction of coding block is to estimate vector x0 by using a
linear combination of the prediction supports, which can be
given by

x̃0 =

K∑
k=1

wkxk (1)

where x̃0 is the estimator of vector x0, wk is the weight vec-
tor.

In order to obtain the weight vector, we adopt a more di-
rect way. That is to minimize the residual energy ε(w) by
solving a squared error function, where ε(w) is defined by

ε(w) =∥ y0 −
K∑

k=1

wkyk ∥ (2)

2.1.4. HEVC intra mode selection

The linear prediction method is implemented in HEVC by
replacing the least statistically used mode of the 35 intra pre-
diction modes [17]. In other words, the prediction samples
that are generated by the substituted directional mode are re-
placed by the outputs produced by the linear prediction. It is
worth noting that in the linear prediction method, all the cod-
ing blocks are predicted under the same replaced intra mode.
The replaced intra mode is called linear prediction mode in
this paper. HEVC rate-distortion optimization (RDO) proce-
dure is adopted to choose the optimal block partition and the
prediction mode. In addition, the proposed framework can
also be used to predict chrominance blocks.

2.2. Decoding

2.2.1. Decoding of the interlaced view image

The decoding procedures of the interlaced view image are u-
niform to the ones in the encoding. It means that, in the de-
coder side, if linear prediction mode is selected as the optimal
prediction mode, the decoder has to do the same prediction
supports searching procedure as the encoder. After the pre-
diction supports are derived, a linear combination of the pre-
diction supports is used to derive the estimator of the coding
block. Otherwise, HEVC angular intra prediction is utilized
to acquire the prediction of the coding block.

2.2.2. Interlaced view image re-arrangement

After the interlaced view image is decoded correctly, the 3D
holoscopic image can be obtained by re-arranging the inter-
laced view image. The interlaced view image re-arrangement
is an inverse process of the interlaced view image obtainmen-
t, where each viewpoint image is subdivided into patches and
each patch is mapped to its original position in the 3D holo-
scopic image.

3. EXPERIMENTAL RESULTS

3D holoscopic images Bike, Fountain, Laura and Seagull [12]
are used in the test. These images are densely sampled with
a different depth distribution and scene. The original images
have a resolution of 7240×5432 and each EI is of size 75×75
with a rectangular shape. Since vignetting appears at the edge
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of each EI, we cut the EIs into size of 64 × 64 from approx-
imately the center position of each EI and attached them to-
gether to form a processed 3D holoscopic image. The pro-
cessed images are of size 6080× 4544. All images are trans-
formed into YUV 4:2:0 formats. HEVC Test Model (HM)
reference software version 13.0 is modified for the proposed
coding scheme. The configuration parameter is set as the “All
Intra-Main”, which is defined in [13]. Four tested Quantiza-
tion Parameters 22, 27, 32 and 37 are used. The proposed
coding method is evaluated against four prediction schemes
utilized to compress the processed holoscopic image directly:
the original HEVC intra standard (referred to as “HEVC”),
the Range Extension HEVC reference software version 6.0
[7], where IntraBC prediction is used (referred to as “HEVC
RExt”), the disparity compensation based 3D holoscopic im-
age coding method proposed in [9] (referred to as “DCCM”),
and the screen content coding extension of HEVC [8] (re-
ferred to as “HEVC SCC”). The configuration parameter of
HEVC RExt is set to “All Intra” [14]. And configuration pa-
rameter of HEVC SCC is set to “All Intra” defined in [15].

In the interlaced view image obtainment, the patch size is
set to 8, which allows an artifact free rendering for the pre-
sented parts [16]. In prediction supports searching, the tem-
plate thickness T is set to the size of coding block. In the pro-
posed method, we search for 3 nearest patches in each neigh-
bouring view images to construct the prediction supports. The
search range H and V are all set to 16.

Table 1. Rate Distortion Gains Over HEVC Intra Standard
Images Coding BD-PSNR BD-Rate

Methods (dB) (%)

Bike

HEVC RExt 1.35 -18.51
DCCM 1.63 -23.21

HEVC SCC 1.69 -24.57
Proposed 2.00 -30.66

Fountain

HEVC RExt 1.52 -22.11
DCCM 1.77 -26.25

HEVC SCC 1.84 -27.33
Proposed 2.25 -34.85

Laura

HEVC RExt 1.53 -20.40
DCCM 1.69 -22.80

HEVC SCC 1.88 -25.36
Proposed 2.49 -34.45

Seagull

HEVC RExt 2.07 -31.77
DCCM 2.24 -35.32

HEVC SCC 2.56 -39.23
Proposed 2.90 -46.74

Table 1 shows the rate distortion gains of four prediction
methods over HEVC intra standard. From Table 1, we can see
that the performance of the proposed method is clearly supe-
rior to the other methods. An average gain of up to 2.41dB
has achieved by the proposed coding scheme when compared
with HEVC. Compared to HEVC RExt, 0.79dB average RD
performance gain is obtained. The average gains of the pro-
posed method over DCCM and HEVC SCC are 0.58dB and
0.42dB. The reason that the proposed method can achieve
a high coding efficiency may lie in three aspects. First, in-
terlaced view image is used to represent the 3D holoscopic
image, where the interlaced view image is only a data re-

arrangement of the 3D holoscopic image. Second, spatial
correlation of the interlaced view image is fully explored to
predict the coding block. Third, a linear prediction method is
utilized to further improve the coding efficiency.

Table 2. Coding Time Ratios to HEVC
Image HEVC RExt DCCM HEVC SCC Proposed
Bike 2.81 3.31 10.35 5.84

Fountain 3.21 4.10 11.35 6.99
Laura 3.97 4.15 29.76 6.05

Seagull 3.04 4.57 26.01 6.38
Average 3.26 4.03 19.37 6.32

Table 2 gives the coding time ratios of HEVC RExt, DC-
CM, HEVC SCC, and the proposed method to HEVC. From
Table 2, we can find that around 6 times coding complexi-
ty is needed for the proposed method compared to HEVC.
The reason is that the proposed method has to search for the
prediction supports and derive the weight vectors. Howev-
er, less then one third of the coding time is needed for the
proposed method compared to HEVC SCC. But the coding
complexity of the proposed method is a little higher than
HEVC RExt and DCCM. The order of the encoding com-
plexity can be generalized as: HEVC SCC>the proposed
coding method>DCCM>HEVC RExt>HEVC.

The detail execution time of the proposed prediction
method both on encoder and decoder sides for Laura is il-
lustrated in Table 3. Since decoding of the interlaced view
image has to perform the same process as the encoder side,
the time ratio to HEVC in decoder side is higher than that in
encoder side.

Table 3. Run-Time at the Encoder Side and Decoder Side for
Laura

prediction Method Encoding Time (sec) Decoding Time (sec)
HEVC 245 3.89

Proposed 1481 52.89

4. CONCLUSION

This paper discusses a coding scheme for 3D holoscopic im-
age by exploring the spatial correlation among the rendered
view images. Interlaced view image is used to describe such
high spatial correlation. A linear combination of the predic-
tion supports is utilized to obtain a better prediction of the
coding block. The experimental results show that the pro-
posed coding scheme can achieve a higher coding efficiency,
compared to the HEVC intra standard and several other cod-
ing methods in this field.
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