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ABSTRACT

This paper addresses the aesthetic enhancement of the vi-
gnetting effect in photographs to follow such effect organi-
zation in example paintings. The example painting is se-
lected based on a comparison of the contextual geometry of
the painting and the photograph. Then an algorithm is de-
veloped to transfer the lightness weighting extracted from an
example painting to a photograph to create the painter-style
vignetting effect. Experiments show that the proposed al-
gorithm can successfully transfer the vignetting effect from
an example painting to a photograph. Meanwhile, the vi-
gnetting effect is more naturally presented with regard to aes-
thetic composition comparingwith popular software tools and
camera models.

Index Terms— Style transfer; Vignetting; Painting

1. INTRODUCTION

Vignetting is an effect that is clear in the center and fades off
at the edges by reducing the image’s brightness or saturation
at the periphery in photography. The purposely introduced
vignetting effect can create artistic effect, such as drawing
attention of the viewer to the center of the image. In pho-
tographs, the effect can be created by camera settings or post-
processing. This photo-style vignetting creates a clear circle
in the image, see Fig. 1(a).

Artists also use vignetting in paintings by organizing
center-corner contrast. The vignetting effect in paintings,
which is called painter-style vignetting, helps to draw at-
tention of the viewer to the center (in portrait) or guide the
eye of the viewer to the far away scene (in landscape). The
painter-style vignetting is naturally presented by gradually
fading off the elements near the periphery and does not leave
a definite line on the border of the paintings [1]. This painter-
style vignetting can be produced by fading off two or three
areas unevenly or symmetrically in the periphery of the paint-
ing. In the example paintings in Fig. 1(b)(c), the corners
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Fig. 1. (a) Photograph with vignetting from [2]. (b) Albert Bier-
stadt, 1872. (c) Thomas Gainsborough, 1777-1780.

are willfully darkened to serve compositional needs. This
vignetting is a common pictorial device well known to pro-
fessional photographers and painters. This paper attempts to
explore an algorithm to transfer this painter-style vignetting
from paintings to photographs for the purpose of an artistic
image enhancement. To our knowledge, this is first work that
transfers vignetting effect from paintings to photographs.

2. RELATED WORK

Most of the research on vignetting is for the correction of
vignetting in photographs caused by camera settings or lens
limitations [3, 2, 4]. For the creation of a vignetting effect in
photographs, Samii et al. mentioned to stylize false vignetting
effect in images [5]. This work was done by learning experts’
artistic decision processes to enhance a new photograph. This
learning method need a set of training data that maintained
the history of adjustments applied to every photograph by ex-
perts. It was a challenging work to collect such training data,
especially for pre-modern painting styles. For style transfer,
Liu et al. proposed to transfer the vignetting effect along with
the color transfer [6]. The vignetting function in an exam-
ple image was modeled by a 6th-order even polynomial and
it then was applied to the user’s photo by simply multiply-
ing each pixel of the photo by the vignetting function. This
vignetting function was defined based on a camera vignetting
model that affecting image pixels based on their distance from
the optical center.

With the development of digital imaging techniques, vi-
gnetting has become a popular effect in some software tools,
such as the “Lens Correction” filter in Photoshop, “Lo-fi” fil-

1957978-1-5090-4117-6/17/$31.00 ©2017 IEEE ICASSP 2017



ter in Instagram. However, these photo-style vignetting ef-
fects enforce a darker corner or edge without the considera-
tion on the geometric structure of the image, and they create
a clear unnatural circle around the image. Different from the
work mentioned above, this paper proposes to learn the vi-
gnetting effect in an example painting by analyzing the spa-
tial distribution of the lightness. Then, the learned lightness
weighting pattern is adaptively transferred to the photograph.

3. TRANSFER OF PAINTER-STYLE VIGNETTING

By analyzing the vignetting effect in paintings, we observed
that the vignetting effect in paintings is naturally presented
by darkening objects on the periphery based on the geome-
try of the scene. The darkness on different objects are in-
troduced differently and local contrast is preserved on dark
objects. Based on this observation, we develop an algorithm
to manipulate the vignetting effect in a photograph based on
an example painting which is similar in content and geometry
with the photograph. This paper focuses on the main photo-
graph categories of landscape and portrait.

Given a photograph without vignetting, the objective of
this paper is to create the vignetting effect. The objective can
be formulated as

Lout = f(L,W ) (1)

where L is the lightness of the input photograph without vi-
gnetting, W is the lightness weighting. Lout is the lightness
with vignetting effect. f(·) is the blending function. The main
tasks of creating vignetting effect are to generate the lightness
weighting W and define the blending function f . Based on
the study from paintings, the definition of W and f should
consider the following four criteria.

1. Selecting the lightness weighting pattern based on the
contextual geometry

2. Enhancing the contrast between center and corner.
3. Preserving the local contrast on dark objects.
4. Darkening different objects differently.

3.1. Lightness weighting pattern and blending function

The selection of lightness weighting pattern is achieved by se-
lecting an example painting from the painting database. Then,
the lightness weighting pattern is extracted from the example
painting. Based on the assumption that images similar in con-
tent and geometry could have similar lightness weighting on
corners, the example painting having such similarity with the
input photograph is selected. The example painting selection
is achieved by using quantized SIFT features and spatial pyra-
mid matching scheme. More details can be found in [7]. The
recommended top ranked paintings have similar contextual
geometry with the input photographs. The user can select one
of the top ranked paintings as the example painting.

After selecting the example painting, its lightness weight-
ing pattern is extracted by estimating the lightness bias field.
Given an image Z with lightness bias, it can be modeled by

the product of the bias-free image I and the bias field B. The
value of the pixel i in Z can be expressed as

Zi = IiBi (2)

The task of bias field estimation is to estimate the bias field B
together with I based on the value Z . This ill-posed problem
can be formulated as an optimization problem based on the
constraints on B and I . The estimation of B can be achieved
by the following optimization function.

B′ = argmax
B

P (B | Z) ∝ argmax
B

P (Z | B)P (B) (3)

The probability models of P (Z | B) and P (B) are con-
structed based on the sparseness priors of the gradient proba-
bility distribution in [8]. They are used to estimate the light-
ness bias field in this paper. The extracted lightness bias
fields for three paintings with different contextual geometry
are shown in Fig. 2. The lightness bias field presents a coarse
lightness distribution in the 2D image plane. The estimated
lightness bias field B′ from the example painting is used as
the initial lightness weighting for the input photograph.

Fig. 2. The extracted lightness bias fields for three paintings.

After selecting the lightness weighting pattern, the chal-
lenge is projected to define a blending function while satisfy-
ing the criteria 2 to 4. By examining the blending techniques
used in Photoshop, we find that the Overlay blending mode
satisfies the criteria for the painter-style vignetting transfer.
It brightens areas that are bright in the lightness weighting
and darkens areas that are dark in the lightness weighting. It
also darkens different objects differently based on their orig-
inal values. In addition, the local contrast is preserved to
some degree. Therefore we apply Overlay blending function
to blend the lightness weighting with the lightness of input
photograph. The formulation is

L′
i,j =

⎧⎨
⎩

2Wi,j(N−Li,j)
N + 2Li,j −N if Li,j >

N
2

2Wi,jLi,j

N otherwise
(4)

where L is the lightness value of the photograph, W is the
lightness weighting. L′ is the output lightness after the blend-
ing. Here, W and L are in the same value range [0, N ].
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Fig. 3. Content-aware interpolation of the lightness weighting.

3.2. Content-aware interpolation

Although the selected example painting has similar contex-
tual geometry with the input photograph, there are still some
variations in the spacial organization of the structure. There-
fore, instead of using the lightness weighting from the ex-
ample painting directly, it is interpolated adaptively to fit the
structure of the photograph.

As studied in [7], the important contextual structure in
landscape images is dividing into depth planes for creating
perception of depth, generally foreground (FG), middle-
ground (MG), background (BG) and sky. For portrait images,
the important contextual structure is composed by the face
and skin areas (FS), the non-face/skin part of the figure (FO),
and the non-figure region [9]. Therefore, the photographs
and paintings are segmented to important contextual regions
for the content-aware interpolation of the lightness weighting.
The landscape images are divided to depth planes of FG, MG,
BG and sky, and the portrait images are divided to FS, FO
and the non-figure region. The segmentation of contextual
regions is achieved by using interactive segmentation as in
[7, 9]. The lightness weighting at each region is generated
based on the lightness weighting of the corresponding region
in the example painting.

Given the lightness weighting of one region in the exam-
ple painting Wr , it is first registered with the correspond-
ing region in the photograph. The registration is performed
by a shifting and a scaling to make the regional center and
size matched together. After getting the registered lightness
weighting WR

r , a surface S is constructed for the 3D points
(x, y,WR

r (x, y)). The lightness weighting of the correspond-
ing region in the photograph is linearly interpolated from the
surface S. Then, the lightness weighting of the photograph
is generated by combing the lightness weighting for all the
regions. Holes in the combined lightness weighting are filled
by the linear interpolation using the data from the combined
lightness weighting. Finally, a smoothed lightness weighting
W is generated by using the edge-preserving smooth [10].
The smoothing is to keep the gradient of the lightness weight-
ing as small as possible, unless the original lightness L has
significant gradient. The effect of each step in the content-
aware interpolation can be clearly seen in Fig. 3.

3.3. Local contrast restoration

Using the content-aware interpolated lightness weighting W
and the blending mode f(·), the weighted lightness is cal-
culated as L̃ = f(L,W ). Although the Overlay mode can
preserve the local details to some degree, the local contrast
are still reduced in dark regions. In order to preserve the local
details, an optimization function is used to restore the reduced
local contrast in L̃. The lightness Lo with restored local con-
trast is calculated as

Lo = argmin
Lo

[
wd(Lo − L̃)2 + wg‖∇Lo −∇L‖2

]
(5)

The first term is the constraint on the lightness value and the
second term is the constraint on the gradient. Since gradient is
one expression of local contrast, the output with the restored
gradients has the local contrast of the original image. wd and
wg are the weights for the two constraints. In the implementa-
tion, constant values are used for weightswd = 0.01,wg = 1.
The minimization of function (5) can be achieved using stan-
dard or weighted least-squares techniques as in [7, 9].

4. EXPERIMENTS

In this section, the performance of our method is analyzed.
The Hudson River landscape paintings collected in [7] and
the portrait painting dataset collected in [9] were used as
our painting database for the experiments. The test pho-
tographs were collected from the MIT-Adobe FiveK Dataset
[11] and our personal collections. Two results generated by
our method are shown in Fig. 4. The content-aware lightness
weighting for both the landscape and portrait photographs are
successfully generated by using our method, see Fig. 4 (d)(i).
The experimental results with vignetting effect have a more
distinct contrast between center and corner than the original
photographs. The enhanced center-corner contrast produces
a feel of depth in the landscape photograph and makes the
figure stands out in the portrait photograph.

Comparison. In order to evaluate the advantage of our
method, it is compared to the vignetting transfer model (Au-
tostyle method) in [6], the vignette in Photoshop, and the “Lo-
fi” filter in Instagram. Fig. 5 shows an example of the com-
parison. The result by vignetting transfer in [6] has no clear
difference from the original photograph. This is because the
estimated vignetting from the example painting by the model
in [6] is very weak. The vignetting model in [6] is designed
for camera vignetting effect and does not work for painter-
style vignetting. The vignette in Photoshop only darkens the
pixels based on their distance from the center. All the pixels
in the same distance are darkened in the same way, no matter
whether they are sky or ground pixels. There is a clear circle
in the result. The “Lo-fi” filter in Instagram darkens the pe-
riphery pixels and also brightens the center. The pixels close
to the periphery are enforced to be dark without consideration
about the content. There is also a clear circle in the result.
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(a) (b)

(c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 4. (a) and (f) Example paintings, (b) and (g) Input photographs,
(c) and (h) Lightness weighting of (a) and (f), (d) and (i) Content-
aware lightness weighting for (b) and (g), (h) and (j) Results.

(a) (b) (c)

(d) (e) (f)

Fig. 5. Comparison. (a) Example painting, (b) Input photograph,
(c) Result by our method, (d) Result by Autostyle [6], (e) Vignette
in Photoshop, (f) “Lo-fi” filter in Instagram.

Differently, the vignetting effect in the result by our method
(Fig. 5(c)) is more naturally presented without a clear circle.
Regions are also darkened in different degrees following the
aesthetic composition in the example painting.

User study. In order to significantly evaluate the advan-
tage of our method, a user study was conducted to compare
the vignetting effect created by our method with those by Au-
tostyle [6], vignette in Photoshop, and “Lo-fi” filter in Insta-
gram. 25 test photographs were randomly selected for this
user study. The participants connected to the user study web-
page using their own computers and monitors. The results ob-
tained by our method and one of other methods were shown
as a pair side by side in randomly generated order. The par-
ticipants were asked to answer two questions, Q1: “Which
image has more naturally presented vignetting effect? ” and
Q2:“Which image is more visually pleasing?”. They could
choose “Left” or “Right” as a response. There were a total of
28 participants aged from 18 to 35. 12 of them were male and
16 of them were female. For each comparison, 700 responses

Fig. 6. The user study result.

were collected. The user study result is summarized in Fig. 6.
It shows that our results are preferred by a significantly higher
percentage of responses (larger than 70%) than those by other
methods. The vignetting effect created by our method is more
naturally presented which results in pleasing visual appear-
ance. Additionally, our results are also compared to original
photographs on the visual appearance. 84.8% of the responses
select our results as more visually pleasing than original pho-
tographs. More experimental results are shown in Fig. 7.

Fig. 7. More experimental results. From left to right: input pho-
tographs, lightness weighting, results.

5. CONCLUSION

This paper develops an algorithm to transfer the painter-style
vignetting from paintings to photographs. First, the light-
ness weighting pattern is extracted from the selected exam-
ple painting. Then, the Overlay mode is applied to blend the
lightness weighting pattern with the original lightness to en-
hance the center-corner contrast. A content-aware interpola-
tion method is proposed to warp the lightness weighting to
fit the contextual structure of the photograph. It makes the
algorithm robust to the variation of the contextual geometry
between the example painting and the input photograph. Fi-
nally, the local contrast is restored. Experimental results and a
user study show that our method performs better than popular
software and camera models in generating vignetting effect.
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