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ABSTRACT

Semantic image segmentation is now an exciting area of re-
search owing to its various useful applications in daily life.
This paper introduces a hierarchical joint-guided network
(HJGN) which is mainly composed of proposed hierarchical
joint learning convolutional networks (HJLCNs) and pro-
posed joint-guided and making networks (JGMNs). HJLCNs
exhibit high robustness in the segmentation of unseen objects
that are not contained in training categories. JGMNs are
very effective in filling holes and preventing incorrect seg-
mentation predictions. The proposed HJGNs outperform the
state-of-the-art methods on the PASCAL VOC 2012 testing
set, reaching a mean IU of 80.4%.

Index Terms— semantic image segmentation, hierachi-
cal joint-guided networks, hierachical joint learning convolu-
tional networks, joint-guided and masking network

1. INTRODUCTION

Image segmentation techniques are now widely used in the
field of computer vision. In particular, image semantic seg-
mentation supports real-life applications, including photo-
graph classification, foreground and background separation,
road barrier detection, autopilot, smart monitoring, object
detection, object tracking, and others. Image semantic seg-
mentation can not only realize what objects are in an image
but also locate objects in an image. In recent years, many
investigations of image semantic segmentation and related
topics have been published.

Most early image semantic segmentation methods firstly
segment the regions of the image and then classify these re-
gions using the classifier [1, 2]. Recently, a convolutional
neural network (CNN) is used to segment and classify ob-
jects simultaneously. Hariharan et al. [3] use two region-
based CNNs [4] to perform image segmentation and classi-
fication: one is used to classify the regions in an image and
the other network identifies the foreground region. Convo-
lutional feature masking [5] supports simultaneous detection
and segmentation by exploiting the concept of spatial pyramid
pooling [6] as a rectangular mask. This method uses CNN for
generating irregularly shaped masks. Owing to its high effec-
tiveness, this technique has been widely used [7–9].

Fully convolutional networks (FCN) [10] use convolu-
tional layer to substitute the fully connected layer in a net-
work, and utilize up-sampling to make the CNN be able to
do pixel-wise classification. However, up-sampling causes
a loss of spatial information. Long et al. [10] presented
the skip pixel algorithm that combines the final prediction
layer with lower layers with finer strides, which can reach
the third pooling layer. Huang et al. [9] presented the ob-
ject boundary-guided semantic segmentation network by
simplifying the problem of semantic segmentation into a
three-category problem by separating an image into a back-
ground, objects, and boundaries. This model makes the skip
pixel algorithm can reach the second pooling layer, yield-
ing a precise area of objects to produce masks for semantic
segmentation. To solve the semantic segmentation problem,
de-convolutional networks [11,12], and dilated convolutional
networks [13] have also been proposed.

Unlike methods that use features to segment objects, the
segmentation approaches that involve deep neural networks
(DNNs) and are based on regression typically yield rough
segmentation results. Therefore, the results obtained using
these methods require adjustment. One of the reasons is that a
pixel in a pooling layer corresponds to a large receptive field
in the original image. The lack of information between ad-
jacent pixels causes pixel-wise CNNs to yield fragmentary
results. To solve this problem, the conditional random field
(CRF) [14, 15] and the domain transform [16], formulated as
a recurrent neural network (RNN) to train an end-to-end sys-
tem, have been proposed.

Motivated by the above studies and the object boundary-
guided semantic segmentation network, this work proposes
hierarchical joint-guided networks (HJGNs) that mainly com-
pose of proposed hierarchical joint learning convolutional
networks (HJLCNs) and proposed joint-guided and masking
networsk (JGMNs). HJLCN has a great predictive capacity
which can make skip pixel algorithm reach the first convolu-
tional layer. To solve the problem that the FCN yields rough
and fragmentary results, JGMN develops a novel object and
boundary joint-guided mode. Boundary prediction will be
used to predict the boundaries of target objects, and object
prediction will be used to fill holes of fragmentary segmenta-
tion results. Compare with [17–20], proposed HJHN achieves
state-of-the-art results on PASCAL VOC 2012 [21] dataset.
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Fig. 1. Overview of proposed end-to-end semantic image segmentation system.

2. SYSTEM OVERVIEW

Figure 1 presents the proposed hierarchical joint networks,
which comprise two main parts. The first part is HJLCN,
which is formed using lower-level semantics, objects, bound-
aries, background, and higher-level semantics. The second
part is JGMN, which restricts the predicted pixels of objects
by boundaries from the inside and fill the predicted area of
objects from the inside. The guidance CNN and the segmen-
tation CNN use the proposed HJLCN architecture, as well as
the masking CNN and the guided RNN use the JGMN with
joint domain transform. The obtained outputs are adjusted us-
ing CRF-RNN [14] to generate the final segmentation results.

3. PROPOSED METHOD

3.1. Generate Object, Boundary, and Background

The proposed image semantic segmentation system requires
information about objects and boundaries for guidance and
masking. This paper uses morphology [22] to produce ob-
jects, boundaries, and background labels. Suppose that object
labels of various classes are denoted as Lcategoriesi , and i = 1,
2, ... , N , where N denotes the number of categories.

Lobject = Union of Lcategoriesi (1)

Lboundary = Dilation(Lobject, SE)− Lobject (2)

Lbackground = U − Lboundary − Lobject (3)

where Lobject is the label of an object; Lboundary is the label
of a boundary; Lbackground is the label of the background; U
is all pixels of the image, and SE is the structural element
that is used in the computation of Dilation.

Fig. 2. Proposed hierarchical joint learning convolutional net-
work (HJLCN).

3.2. Hierarchical Joint Learning Convolutional Network

According to observations made herein concerning the com-
putation of the hierarchical skip pixel algorithm in the FCNs,
the performance is almost dominated by the lower-level pre-
diction layer. Figure 2 presents the proposed HJLCN. The
proposed hierarchical joint learning method yields final out-
put results by applying convex combination to predictions
made by the FCN at every layer; doing so is the equivalent
of performing convolution with l1 normalization on the con-
catenation of all FCN prediction layers. In HJLCN, each layer
can share learned attributes with each other layers, so it can
be connected hierarchically to a single pixel perception field
to increase the accuracy of segmentation.

3.3. Semantic Image Segmentation Network

The CNN using the atrous algorithm [17] is adopted as se-
mantic segmentation network. While skip pixel using multi-
scale upsampling, which will causes a loss of spatial informa-
tion, to promote accurate prediction of semantic segmenta-
tion, dilated convolution yields the prediction result of multi-
scale perception field without distorting spatial information.
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Fig. 3. Spatial dilated convolutional layer for expanding mul-
tiscale receptive field of view.

3.4. Joint-Guided and Masking Networks

In JGMN, proposed joint-guided domain transform uses the
object activation status xo as soft mask of the output of the
semantic image segmentation network to obtain the initial se-
mantic image segmentation activation status y, which is trans-
formed into a sequential one-dimensional signal. The bound-
ary activation status xb and the object activation status xo of
the proposed object boundary prediction (OBP) network are
used to perform joint guidance by Eq. 4.

yi = αiyi−1 + βix
b
i + γix

o
i (4)

where i is an index of the sequential 1-D signal, αi, βi, and γi
are the weights of yi−1, x

b
i , and xoi , respectively, and αi+βi+

γi = 1.
Since Eq. 4 can be rewritten as Eq. 5 and Eq. 6, the

JGMN can be reformulated as a Convolutional-RNN with a
one-layer CNN and a one-layer gated recurrent unit RNN.

yi = αiyi−1 + (1− αi)(
βi

1− αi
xbi +

γi
1− αi

xoi ) (5)

βi
βi + γi

xbi +
γi

βi + γi
xoi = ωix

b
i + (1− ωi)x

o
i (6)

where ωi = βi

βi+γi
. Figure 4 presents the back-propagation

path of the proposed JGMN. After JGMN is used to fill holes
and to eliminate noise, the dense CRF [14] is used to perform
the final adjustment and obtain the segmentation result.

4. EXPERIMENTAL RESULTS

4.1. Experimental Setup

The PASCAL VOC 2012 [21] which consists of 20 categories
of foreground objects, and one category of background is used
for evaluating proposed method. The FCN [10] was used to
initialize weights and OBP-HJLCN was compared with OBP-
FCN [9]. The initialization setup of Chen et al. [16] was
used to compare the results of domain transform JGMN (DT-
JGMN) with those of DT-EdgeNet [16], and the ResNet101
pre-trained model of DeepLabv2 [17] was used to initialize
weights of proposed HJGN.

Fig. 4. Backpropagation path of JGMN.

4.2. Experimental Results

4.2.1. Comparison of OBP-FCN and proposed OBP-HJLCN

The first experiment was conducted to compare the perfor-
mance of the proposed OBP network, OBP-HJLCN, with that
of OBP-FCN [9], as presented in Fig. 5. For the proposed
OBP-HJLCN, both the completeness of an object region and
the continuity of the boundaries were excellent.

Observations of the OBP-HJLCN, presented in Fig. 6,
demonstrates that the proposed method is powerful when ap-
plied to images which contain unseen categories of objects.
Although information about birdcage and barrier were not
provided while training, remarkable predictions of objects
and boundaries of them were obtained in OBP-HJLCN.

Fig. 5. Results obtained using OBP-FCN and OBP-HJLCN.

Fig. 6. Results obtained using OBP-HJLCN.

1889



4.2.2. Comparison of DT-EdgeNet and proposed DT-JGMN

An experiment was conducted to compare segmentation re-
sults obtained using edge guidance [16] with those obtained
by the proposed boundary-guided segmentation, which is
presented in Fig. 7. DT-EdgeNet [16] used the output of
edge prediction network as the input to the domain transform,
it preserves the edges of objects and background. OBP-
HJLCN was used herein in place of the edge prediction
network of DT-EdgeNet, it includes only edges around ob-
jects. Therefore, domain transform can eliminate predictions
of non-target objects in proposed DT-JGMN.

Fig. 7. Results obtained using DT-EdgeNet and DT-JGMN.

Fig. 8. Results obtained using PASCAL VOC 2012 validation
set.

Fig. 9. Results obtained using PASCAL VOC 2012 test set.

4.2.3. Comparison of state-of-the-art with proposed HJGN

Figures 8 and 9 present the results of semantic image segmen-
tation using the PASCAL VOC 2012 validation set and testing

set. Figure 9 reveals that the proposed HJGN can find ob-
jects, such as a boat behind a person and a cat in a cage, while
that DeepLabv2 cannot. In Table 1, the results obtained us-
ing the proposed HJGN are compared to those obtained using
other approaches in the literature, based on ResNet 101, and
the proposed HJGN is found to outperform all state-of-the-
art networks and yields a mean IU of 80.4% on the PASCAL
VOC 2012 test set.

Table 1. Comparison of state-of-the-art approaches for do-
ing semantic image segmentation with proposed HJGN when
applied to PASCAL VOC 2012.
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aeroplane 92.7 92.9 92.6 92.4 91.9
bicycle 54.8 61.2 60.4 45.1 48.1

bird 91.6 91.0 91.6 94.6 93.4
boat 68.0 66.3 63.4 65.2 69.3

bottle 76.9 77.7 76.3 75.8 75.5
bus 95.7 95.3 95.0 95.1 94.2
car 89.3 88.9 88.4 89.1 87.5
cat 92.6 92.4 92.6 92.3 92.8

chair 35.2 33.8 32.7 39.0 36.7
cow 89.0 88.4 88.5 85.7 86.9
table 69.3 69.1 67.6 70.4 65.2
dog 89.4 89.8 89.6 88.6 89.1

horse 92.7 92.9 92.1 89.4 90.2
motorbike 87.9 87.7 87.0 88.6 86.5

person 87.5 87.5 87.4 86.6 87.2
plant 66.8 62.6 63.3 65.8 64.6
sheep 88.5 89.9 88.3 86.2 90.1
sofa 62.2 59.2 60.0 57.4 59.7
train 86.1 87.1 86.8 85.7 85.5

monitor 76.2 74.2 74.5 77.3 72.7
Mean IU 80.4 80.2 79.7 79.3 79.1

5. CONCLUSIONS

This paper proposes the HJGN which consists of two novel
DNN architectures, HJLCN and JGMN. The HJLCN uses hi-
erarchical joint learning to develop FCN skip architecture that
can provide a pixel-wise field of view. The JGMN uses ob-
jects and boundaries to guide semantic image segmentation
by joint domain transformation. The proposed OBP networks
have potential for the segmentation of unseen data. Overall,
the proposed HJGN achieves a mean IU of 80.4% on the PAS-
CAL VOC 2012 test set.
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