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ABSTRACT

With the growing availability of wearable technology, video
recording devices have become so intimately tied to individ-
uals, that they are able to record the movements of users’
hands, making hand-based applications one the most explored
area in First Person Vision (FPV). In particular, hand pose
recognition plays a fundamental role in tasks such as gesture
and activity recognition, which in turn represent the base for
developing human-machine interfaces or augmented reality
applications. In this work we propose a graph-based repre-
sentation of hands seen from the point of view of the user,
obtained through the shape-fitting capability of a modified In-
stantaneous Topological Map. Spectral analysis of the graph
Laplacian allows to arrange eigenvalues in vectors of features,
which prove to be discriminative in classifying the considered
hand poses.

Index Terms— First Person Vision, Egocentric Vision,
Hand Pose, Graphs, Spectral Analysis

1. INTRODUCTION

The emergence of new wearable video recording devices such
as action cameras and smart-glasses during the last five years
has driven an important trend in the evolution of computer
vision methods [1]. Namely, both the growing availability
technology and the consequent huge production of Egocentric
videos has increased the interest of researchers and computer
scientist in developing methods to automatically process the
data recorded from this new perspective.

Hand-related methods have quickly gained importance in
FPV [2] since the spreading of wearable technology. Hands
represent in fact one of the main interaction means with the
surrounding environment [3] and thus also one of the most
natural way to communicate with the device. Besides, most
of people’s activity do involve hands, which often perform
gestures in the field of view of the users and of the body worn
cameras [4]. Recognizing user’s activity is believed to be es-

This work was partially supported by the Erasmus Mundus joint Doc-
torate in Interactive and Cognitive Environments, which is funded by the
EACEA, Agency of the European Commission under EMJD ICE.

(a) Handwriting (b) Typing (c) Holding a cup

Fig. 1: Typical poses corresponding to the three different ac-
tivities considered in our preliminary results (E1).

sential in providing an augmented reality experience through
the display of smart-glasses.

The problem of automatically recognizing hand poses has
only recently been investigated in FPV by Kitani et al. [5].
The same authors propose a method to understand the func-
tionality of human hands by analysing grasps poses using
state of the art computer vision techniques [6]. In addition,
their research exploits object recognition and hands-objects
interaction analysis to deeper infer on users’ activities [7].
Although the problem has already been addressed from third-
person viewpoint, to the best of our knowledge the latter is
the first attempt to analyse poses from the first-person per-
spective, even though only limited to grasp poses.

In this work, we propose a hand pose recognition method
which exploits the property of graph-signals to encode shape
information of objects. Representing objects with a graph is
an idea which has become established with the growing in-
terest in graph signal processing in the last few years. Such
representation is for instance used in visual tracking, where
tracked features are encoded in a graph, whose tracking is ac-
complished by exploiting graph matching techniques [8] from
one frame to the following. It is indeed thanks to the grow-
ing interest in graph signal processing that techniques such
as graph spectral analysis have been recently re-discovered.
Just to mention, [9] uses graph spectral analysis for identify-
ing properties of dynamically allocated data structures, while
[10] even propose an extension the Nyquist-Shannon theory
of sampling to signals defined on arbitrary graphs.

It is a common understanding that gesture recognition
methods should be based on a first segmentation step in order
to separate the hand region from the background [11]. In the
field of FPV both pixel-by-pixel [12, 13, 14] and superpixel-
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(PD)

(d) Parallel EXten-
sion (PE)

(e) Writing Tripod
(WT)

(f) Power Sphere
(PS)

(g) Medium Wrap
(MW)

(h) Small Diameter
(SD)

Fig. 2: Eight grasps of the UTC dataset [6] (masks are pro-
vided), corresponding to Eight different taxonomic categories
[17] used in E2.

based methods [15, 16] have been exploited to this end. In
this work we employ a pixel-by-pixel approach, since single
pixels will be used as the input of a Instantaneous Topological
Map (ITM) to construct a graph representation of hands, as it
will be detailed in section 2.2.

2. PROPOSED METHOD

The proposed method follows the work-flow depicted in Fig-
ure 3. After an image is acquired, a colour segmentation step
outputs a binary image of the segmented hand. Such image
is given as input to an artificial neural network, which out-
puts a graph whose topology mirrors the shape of the hands.
The graph Laplacian is extracted and diagonalized, in order
to compute its eigenvalues. A vector of ordered eigenvalues
is then produced and given as input to SVM classifiers. In the
following we will go into the details of each processing step.

2.1. Hand-segmentation

Input: Colour frame
Output: Binary image with hand segmentation

The aim here is to separate the foreground image rep-
resented by the hand region from the background. Hand-
segmentation methods are commonly faced using the motion
cues [18] or the colour and texture under a classification strat-
egy [11, 12, 13]. Recent advances highlight colour-based
strategies as the more reliable. Besides, it has been argued in
[12] that being wearable devices personal (precisely as smart-
phones are), they can be trained specifically on the skin shade
of a particular user. Our strategy relies on colour-based seg-
mentation.

In particular we exploit the segmentation rule based on
thresholds as proposed in [19], but we remark that the choice
of the segmentation method is not the key aspect. For ex-

Le
v
e
l 
o
f 

In
fe

re
n
ce

}[λ1,λ2,...,λN]

SVM

Classification: A SVM classifier is 
used for discriminating pairs of poses 
based on the more relevant 
eigenvalues.

Graph Spectral Analysis: The fitted 
graph Laplacians are processed .and 
the more discriminative eigenvalues are 
arranged in a vector of features

Graph Construction: The hand-region 
is used to fit a ITM neural network wich 
is used as the graph of the hand.

Hand segmentation: Rough pixel-by-
pixel region segmentation, based on 
colour thresholds.

Raw Frame: Video frame containing 
the hand in one of the proposed 
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First Person Vision data acquisition

Fig. 3: Work-flow diagram of the proposed method.

ample, many approaches put great stress on smooth contours,
which are not needed here. The aim of this level is simply to
extract as many pixels as possible from the hand region, but
even a poor segmenter allows in the following step to have a
good hand representation, namely to construct a graph which
is representative of the general hand pose. Any method with
low false positives rates could be used expecting similar re-
sults.

The skin segmentation rules are devised in the Y CbCr
colour space as suggested by both [19] and [12] and can be
summarized as follows:{

Cb(i, j) ∈ RCb) ∩ (Cr(i, j) ∈ RCr)⇒ (i, j) ∈ hand,
D1 ∪D2 ∪D3 ∪D4 < T ⇒ (i, j) ∈ hand

where T is a threshold andD1, D2 are the euclidean distances
betweenCb(i, j) and the upper and lower bounds of the range
RCb and D3, D4 are the equivalent for the Cr channel.

2.2. Graph construction

Input: Binary mask image
Output: Graph representing the hand shape

A graph is a structure composed by nodes connected by
edges. In this work we consider non-directed graphs and take
for granted that the reader has basic knowledge about them.

As already mentioned, graphs has recently been employed
for representing visual objects to be tracked [8]. The main
idea is there that objects can be represented as an ensemble
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of sub-parts (nodes), one related to the other (edges). In this
level we propose to encode the hand-shape as a graph struc-
ture, which is assumed to capture enough discriminative in-
formation to differentiate between poses. This block takes
care of the constructions of such graph, exploiting the fitting
capabilities of a neural network, namely a modified version
of the Instantaneous Topological Map (ITM) [20].

The network is fed with the pixels from the hand mask,
which fire neurons making them adapt to the stimuli. Links
are modified accordingly. The main difference from the stan-
dard ITM lies in the fact that the map is able to fit concave
shapes, since links which do cross white regions are removed
Figure 4(d). Such links may appear when the parameter rmax

is larger than a concavity, as it can be noticed from Figure
4(b). However, a very low rmax results in a very large num-
ber of nodes as in the case of 4(a). This is not desirable since
it will produce a huge Laplacian matrix to be processed, as
discussed in the next subsection. In our case the value is fixed
to rmax = 10 in order to have between 50 and 150 nodes
Figure 4(c). It is important to note that the number of nodes
can change between different images but they will be of the
same order of magnitude. For what concern ε, this parameter
is tuned heuristically and its value is fixed to ε = 0.1. For
a detailed discussion on the tuning of the two parameters the
reader can refer to [21].

In terms of computational complexity, the matching step
scales with the number of neurons, which is implicitly con-
trolled by the parameter rmax.

(a) rmax � 1 (b) rmax � 1

(c) optimal value of rmax ≈ 10 (d) external links removed

Fig. 4: Some examples of the adjusted graph trough the mod-
ified ITM algorithm (typing pose)

2.3. Graph spectral analysis

Input: Graph
Output: Vector of features

It is very common to deal with a graph in one of its matrix
representation. The one we use in this work is the normal-
ized version of the Laplacian, given by L = I−D− 1

2AD− 1
2 ,

where D is the degree matrix (number of connection of each
node on the diagonal) and A is the adjacency matrix (1 where
a link exist, 0 elsewhere). Graph theory shows that the eigen-
values λi of L (which are real, being it symmetric) if sorted

in ascending order can provide valuable information about the
structure of the graph and will have interesting properties: i)
they lie in the range [0 : 2], ii) λ0 = 0 with a multiplicity
equal to the number of connected components of the graph,
iii) λ1 carries information about the general connectivity of
graph. The other eigenvalues do not have semantic meaning,
but they encode valuable information about the graph struc-
ture. This is why, starting from λ1, we consider a vector
of Laplacian eigenvalues as features to discriminate among
hands poses.

2.4. Classification

Input: Vector of features
Output: Pose id

The top level of our structure is the classification step.
For this purpose we use the vector of eigenvalues to train a
Support Vector Machine (SVM). In the results section we ini-
tially test our approach as a pair-wise classifier to validate the
discriminative power of the graph representation. This ex-
periment uses our own dataset and the results are denoted as
(E1). As an extension to these results we use 8 gestures of the
UTC dataset under a multi-class approach. A more applicable
method must be trained using more gestures.

3. RESULTS AND DISCUSSION

3.1. Preliminary investigation (E1)

Three different gestures with three typical poses are consid-
ered for a preliminary investigation. Samples of the employed
images are shown in Figure 1. For simplicity we will refer to
them as to pose 1, 2 and 3 respectively. A set of 40 heteroge-
neous pictures was collected for each pose. After extracting
graph eigenvalues from each image, as illustrated in the pre-
vious section, poses were compared pair by pair, in a k-fold
validation framework (more precisely we adopted the leave-
one-out scheme). Classification true positive rates for differ-
ent number of eigenvalues are reported in Figure 5(a). Note
that using only the first non-zero eigenvalue yields to poor re-
sults, since the number of connections within the graphs are
similar for all the gestures. However, by adding more eigen-
values the performances increase and stabilize around 0.9 in
all the cases.

It is noteworthy that the case of Gesture 1 vs 3 needs more
eigenvalues to reach the maximum performance. This is eas-
ily explained by the fact that the two poses are similar, being
the hand closed in both the cases. Tables 1(a)(b)(c) show the
confusion matrices for the three experiments. As expected,
the most unbalanced and challenging case is Pose 1 vs Pose 3.

For what concerns the complexity of the method, the most
time consuming step is graph construction, as discussed in
subsection 2.2: it strongly depends on the number of nodes,
to be controlled by rmax. Such a number also influences the
complexity of the subsequent matrix diagonalization.
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Table 1: Pairwise confusion of the classification accuracy with 10 eigenvalues (E1).

(a) Pose 1 vs Pose 2

SVM
Pose 1 Pose 2

V
al

ue Pose 1 0.85 0.15
Pose 2 0.05 0.95

(b) Pose 1 vs Pose 3

SVM
Pose 1 Pose 3

V
al

ue Pose 1 0.80 0.20
Pose 3 0.00 1.00

(c) Pose 2 vs Pose 3

SVM
Pose 2 Pose 3

V
al

ue Pose 2 0.95 0.05
Pose 3 0.15 0.85

Table 2: Confusion matrices of the classification accuracy (E2).

(a) 1 eigenvalues

SVM
A TP PD PE WT PS MW SD

V
al

ue

A 0.20 0.20 0.20 0.40 0.00 0.00 0.00 0.00
TP 0.25 0.45 0.10 0.15 0.00 0.00 0.00 0.00
PD 0.05 0.20 0.30 0.05 0.15 0.05 0.20 0.00
PE 0.20 0.25 0.15 0.30 0.05 0.025 0.00 0.025

WT 0.00 0.00 0.40 0.15 0.10 0.05 0.25 0.05
PS 0.10 0.025 0.30 0.10 0.10 0.025 0.20 0.15

MW 0.05 0.00 0.20 0.00 0.10 0.05 0.30 0.30
SD 0.00 0.00 0.15 0.00 0.10 0.15 0.425 0.175

(b) 9 eigenvalues

SVM
A TP PD PE WT PS MW SD

V
al

ue

A 0.85 0.05 0.05 0.05 0.00 0.00 0.00 0.00
TP 0.075 0.85 0.025 0.025 0.00 0.00 0.00 0.00
PD 0.15 0.05 0.75 0.05 0.00 0.00 0.00 0.00
PE 0.05 0.05 0.025 0.85 0.025 0.00 0.00 0.00

WT 0.00 0.00 0.05 0.05 0.80 0.05 0.05 0.00
PS 0.00 0.00 0.00 0.05 0.10 0.70 0.10 0.05

MW 0.00 0.00 0.00 0.00 0.025 0.025 0.80 0.15
SD 0.00 0.00 0.00 0.00 0.025 0.025 0.10 0.85

3.2. UTC dataset (E2)

Given the encouraging results of the preliminary investiga-
tion, we proceeded to validate our findings on a more struc-
tured public dataset [6]. For each of the 3 categories proposed
in [17], we chose some kind of grasp (Fig. 2). Since the UTC
dataset provides hand masks, the segmentation step can be
avoided. For the proposed gestures a multi-class SVM [22] is
trained while increasing the number of eigenvalues where the
results are presented in Fig. 5(b). Note that for this particular
dataset the accuracy stabilizes when 9 eigenvalues are used.

Finally, the confusing matrices for the two different eigen-
values of the 8 UTC gestures are presented in Table 2. The
results are obtained by following a leave one out cross vali-
dation. As expected, while the use of 1 eigenvalue makes the
decision impossible to differentiate the gestures, the 9 eigen-
values achieve a good classification score. However, the con-
fusion remains high in case the gestures are similar (for ex-
ample MW, SD). Besides, as the PS share approximately the
same eigenvalues with WT, MW and SD, the PS proves to be
the most difficult pose to differentiate compared to others.

4. CONCLUSION

In this work we have shown how a graph representation of
hand shapes can be exploited in a pose recognition problem.
Vectors of graph Laplacian eigenvalues proved to be robust
features in discriminating pairs of poses. In the case of sim-
ilar poses, more information is need for reaching an optimal
classification accuracy. Results are encouraging although far
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Fig. 5: The effect of the number of eigenvalues on the accu-
racy of the classifiers in the two experiments.

from real time, which can be approached by optimizing im-
plementation.

Still, a more applicable method should be tested on a
structured multi-class approach using more gestures. Another
future research may include an analysis of the robustness of
the eigenvalue representation against segmentation noise.
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