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ABSTRACT

The performance of local descriptors such as SIFT drops un-
der severe illumination changes. In this paper, we propose
a Discriminative and Contrast Invertible (DCI) local feature
descriptor. In order to increase the discriminative ability of
the descriptor under illumination changes, a Laplace gradient
based histogram is proposed. Moreover, a robust contrast flip-
ping estimate is proposed based on the divergence of a local
region. Experiments on fine-grained object recognition and
retrieval applications demonstrate the superior performance
of the DCI descriptor to others.

Index Terms— SIFT descriptor, contrast-invertible, im-
age retrieval, logo search, face recognition

1. INTRODUCTION

Local feature description [1–6] has drawn intensive attention
in image processing, analysis and search. In general, local
patches extracted by various interest point detectors [6–13]
are expected to be described by descriptors that are discrimi-
native and tolerant to geometrical and illuminative variations.
Despite efforts have been devoted to develop kinds of filters
and descriptors [14–18], the performances of existing descrip-
tors are still limited especially under conditions where illumi-
nation changes greatly. Such changes occur frequently in real-
world scenarios as shown in Fig. 1. In such cases, previous
descriptors encounter difficulties in recognition and retrieving
the images with the identical objects yet different illumination
conditions.

Generally, the contrast changes of images can be classi-
fied into two types: bright-dark order preserved changes and
bright-dark order disturbed changes. In images with bright-
dark order preserved changes, the relative order of the pixel

Fig. 1. Sample images under different illumination condi-
tions. The first row shows the logos with contrast inversion,
the second row shows the wallpaper with different colors and
third rows shows the same face with different lighting.
intensity remains the same while the image patch becomes ei-
ther brighter or darker following linear and/or nonlinear trans-
formations. In contrast, images with bright-dark disturbed
changes will not retain the relative order. The majority of
previous local feature descriptors, such as SIFT [6], GLOH
[5] and PCA-SIFT [19], are designed for the first type. But
they fail to address the issues caused by severe nonlinear il-
lumination changes and bright-dark order disturbed changes
[18]. The mirror and inversion invariant SIFT (MI-SIFT)
[20], MAX-SIFT [21], ExHoG [22] and DRLBP [23] were
proposed to tackle the bright-dark order disturbed changes.
However, they cannot solve the problem of partial illumina-
tion changes.

In this work, we propose a novel descriptor named Dis-
criminative and Contrast Invertible (DCI) descriptor. The
DCI is designed to enhance the performance of local feature
descriptors under illumination changes and contrast inver-
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Fig. 2. Flowchart of the proposed DCI descriptor. (a) gradient of image patch, (b) Laplace gradient, (c) histogram of Laplace
gradient in the 4 × 4 blocks, (d) divergence-based brightness flipping estimator, (e) original DCI order, (f) DCI order under
brigh-dark flip case, and (g) DCI descriptor after L1 normalization and square rooting.

sions. We propose the Laplace gradient to alleviate the
lighting variation problem. The DCI descriptor is formed
by concatenating the histograms of the Laplace gradient in
different bins. Moreover, to address the bright/dark inversion
problem, we propose an inversion-estimation function based
on the divergence of gradient. The proposed descriptor is
evaluated across diverse object visual search tasks, including
searching logos, commercial design images and faces. Exper-
imental results demonstrate that the proposed DCI descriptor
outperforms the state-of-the-art descriptors.

2. THE PROPOSED DESCRIPTOR

Fig. 2 illustrates the work flow of the DCI descriptor. As how
the SIFT descriptor is developed, a local patch with the stan-
dard size of 31×311 is extracted around each interest point at
the given scale and aligned along its dominant orientation [6].
Following that, the gradient of the image patch is extracted as
shown in Fig. 2(a). The Laplace gradient shown in Fig. 2(b)
is computed to enhance the discriminative ability and robust-
ness to brightness changes. Then, the Laplace gradient map in
2(b) is divided into 4× 4 sub-regions. The distribution of the
Laplace gradient in each sub-region is quantized into an eight-
orientation-bin histogram to represent each sub-region in Fig.
2(c). To handle the bright-dark order disturbed changes, the
convergence based contrast flipping estimator in Fig. 2(d) is
generated. According to the sign of the estimator, either the

1Here we follow the default of the SIFT descriptor provided in vlfeat
http://www.vlfeat.org/

original order version in Fig. 2(e) or the inverted order in Fig.
2(f) is chosen to encode the descriptor. Lastly, the histograms
in each block are concatenated into one vector. Rooting algo-
rithm is applied to further enhance the descriptor. The rooted
histogram as shown in Fig. 2(g) after L1 normalization forms
the final DCI descriptor.

2.1. Laplace Gradient

To tackle the problem caused by illumination changes and
to enhance the discriminative ability of the gradient based
descriptor, we propose to use higher order surface informa-
tion such as the curvature rather than the lower order infor-
mation. Considering that isotropic operators are helpful in
capturing the more invariant information, we propose to em-
ploying Laplace gradient to describe the local patch. Let the
image gradient g(x) at location x be

g(x) = ∇I(x) = ∂I(x)

∂x

−→
i +

∂I(x)

∂y

−→
j , (1)

where x = {x, y} is the coordinate, I(x) is the pixel intensity
and
−→
i and

−→
j are the directions along x and y axises. By

applying the scalar Laplacian operator to the two components
of the gradient image independently, the Laplace gradient is
arrived at

d(x) = ∇2g(x) (2)

=
(∂3I(x)

∂x3
+
∂3I(x)

∂x∂y2

)−→
i +

(∂3I(x)
∂y∂x2

+
∂3I(x)

∂y3

)−→
j .

(3)
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The Laplacian operator can boost the discriminative informa-
tion of local features by the high order derivative.

2.2. Divergence based Contrast Flipping

To address the bright-dark flipping issue, we propose to use
the divergence of the local region to check whether the local
region is bright or dark. A bright blob is a region that the gra-
dient converges to the center whereas a dark blob is the region
that the gradient diverges from the center. The divergence of
gradient is defined as

divg(x) = ∇g(x) = ∇2I(x). (4)

The equation (4) indicates that the divergence of the gradient
is the Laplacian of the image. Thus, it is plausible that the
blob can be detected by the response of the Laplacian filter.
The response of the Laplacian filter produces the largest sig-
nal to noise ratio at the center of the blob region as its shape
matches with that of the blob. Therefore, it is conceivable
that the divergence is more reliable in detecting whether this
region is bright or dark. The surface integration of the diver-
gence is

Φ(x) =

∫∫
s

divg(x)ds. (5)

The implementation of the surface integration is clear. It can
be easily computed from the gradient. Based on the Stokes’
theorem [24], the integration of the divergence gradient over
a surface equals to the integration of the gradient over the
boundary of the local region, that is

Φ(x) =

∫∫
s

divg(x)ds =
∮
l

g(x) · ndl, (6)

where n is the outward-pointing unit normal vector on the
boundary.

2.3. The DCI Descriptor

With the Laplace gradient, an additional step to tackle the il-
lumination changes is adopting the rooting algorithm [25].
The DCI descriptor is derived as follows. Let the concate-
nation of the Laplace gradient in all the 4 × 4 sub-regions
be H = {h1, ..., h128}. The L1 normalized H is Hn =
{h1n, ..., h128n} where hin = hi/

∑
H . The DCI descrip-

tor Hnr is the square root of the elements in H , defined as

Hnr = {
√
h1n, ...,

√
h128n}. (7)

3. EXPERIMENTS

In this section, we evaluate our proposed DCI descriptor with
comparison to the state-of-the-art SIFT [6], LIOP [18], MI-
SIFT (MIS) [20], MAX-SIFT (MAS) [21] and RIDE [1] de-
scriptors in the applications of logo visual search, wallpaper
visual search, and face recognition.

Table 1. Retrieval Performance on the BelgaLogos Database.

Logos SIFT LIOP MIS MAS RIDE DCI
100% 100% 87.3% 92.9% 100% 100%
22.0% 4.3% 27.9% 25.8% 39.8% 40.4%
61.9% 37.4% 60.7% 66.6% 68.5% 68.8%
24.6% 5.7% 8.1% 10.8% 24.3% 31.6%
68.8% 49.3% 82.5% 85.6% 87.0% 87.7%
67.8% 51.1% 61.0% 66.3% 67.5% 66.5%

mAP 57.5% 41.3% 54.6% 57.8% 64.5% 65.8%

Fig. 3. Logo detection results based on the SIFT and DCI de-
scriptors. The first row shows the results obtained using SIFT
marked with yellow bounding box, and the second row illus-
trates the results obtained using DCI marked with red bound-
ing box. The proposed DCI can effectively detect both two
logos in these two images but SIFT cannot.

3.1. Logo Visual Search

The descriptors are evaluated on the challenging BelgaLogos
database [26] that contains 10,000 real-world images from
various events as shown in the first row of Fig. 1. Hessian-
Laplacian detector [27] with the default setting from vl-feat2

is used to extract interest points from each image. The brute-
force search algorithm is used for all the descriptors evaluated
here. The evaluation is tested on the widely evaluated six
logos [28], the ‘US-President’, ‘Mercedes’, ‘Kia’, ‘Ferrari’,
‘Dexia’ and ‘Base’.

The Average Precision (AP) of each logo and the mean
Average Precision (mAP) for all six logos are given in Table
1. It shows that the DCI descriptor outperforms other descrip-
tors most of the cases. It increases the mAP by more than 8%
compared to the SIFT descriptor. In order to explain the per-
formance improvement of the DCI descriptor, visual inspec-
tions on the logo detection are given in Fig. 3. It shows that
the SIFT descriptor can detect the logo in the top left image
but the top right image where the bright and dark parts are the
inversion of query. As expected, our proposed DCI descriptor
can effectively detect the logo from both images under such
severe contrast changes.

2The vl-feat is downloaded from http://www.vlfeat.org/

1844



Table 2. Retrieval Performance on the Wallpaper Database.

SIFT LIOP MIS MAS RIDE DCI
mAP (%) 64.0 49.5 61.5 67.6 64.5 74.0

(a)

(b)

(c)

Fig. 4. Correct matched pairs obtained by using the (a) SIFT,
(b) LIOP, and (c) DCI descriptors. The blue lines represent
the correctly matched pairs between the query and reference
images.

3.2. Wallpaper Visual Search

A wallpaper dataset as shown in the second row of Fig. 1
is chosen to evaluate the proposed descriptor as this dataset
includes a considerable number of images with various illu-
mination variations from the same design. In total, the refer-
ence image set contains 522 images from 77 categories that
are provided by a wallpaper design company. The test image
set contains 1,014 images. The wallpaper search algorithm
in [29] is implemented here. The image retrieval results in
Table 2 show that the proposed DCI improves the retrieval
performance by 6% compared with the other descriptors. It
demonstrates that the DCI is more robust to the severe con-
trast changes which widely exist in the wallpaper dataset.

As shown in Fig. 4, eyeballing two images with large
illumination changes can find that both the SIFT and LIOP
descriptors identify only limited number of correctly matched
pairs in the event of severe illumination changes. In contrast,
the proposed DCI descriptor can identify much more correctly
matched pairs.
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Fig. 5. Face recogntion rate versus number of reference im-
ages on the Multi-PIE database.

3.3. Face Recognition

Over years, face recognition is always an active research topic
[30–33]. In this experiment, the proposed DCI descriptor is
evaluated on one of the widely accepted face databases: the
CMU Multi-PIE database [34]. The CMU Multi-PIE database
contains face images captured in 4 sessions with variations in
illumination, expression and pose. For the purpose of this
experiment, the face image sets with illumination variation is
selected.

The first 105 subjects that appear in all 4 sessions are
used. Images are cropped and down-sampled to 100 × 82
pixels. In total, 20 neutral-expression images with differ-
ent illumination are used for the evaluation, which produce
20 × 4 × 105 = 8400 images for the evaluation. For each
subject, the first t images are selected as the reference and the
rest 20 − t images are used as the query. The `0-LoG detec-
tor [8] which is an illumination invariant interest point detec-
tor is used to extract the keypoints from the face images. The
algorithm of image recognition through interest point match-
ing is adapted from [6]. Experimental results are shown in
Fig. 5. It shows that the proposed DCI descriptor outper-
forms other descriptors over all cases. When the reference
number of images is 3, the DCI descriptor achieves more than
10% incrementation compared to other descriptors.

4. CONCLUSIONS

We propose a local feature descriptor named DCI that is dis-
criminative and contrast invertible in illumination changes
and contrast inversion. The Laplace gradient is computed
to describe each pixel. A divergence-based contrast flipping
estimator is created for images with the bright-dark order dis-
turbed variations. The square root of the histogram of Laplace
gradient after L1 normalization is used to further mitigate the
problems caused by illumination changes. Experiments on
the BelgaLogos, Wallpaper, CMU Multi-PIE databases ex-
hibit the superior performance of the DCI descriptor in object
search applications over the state-of-the-art descriptors. It
suggests that the DCI descriptor is robust to the illumination
changes and contrast inversion.
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