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ABSTRACT

This paper presents an exemplar-based image completion via a new
quality measure based on phaseless texture features. The proposed
method derives a new quality measure obtained by monitoring errors
caused in power spectra, i.e., errors of phaseless texture features,
converged through phase retrieval. Even if a target patch includes
missing pixels, this measure enables selection of the best matched
patch including the most similar texture features for realizing the
exemplar-based image completion. Furthermore, since the phaseless
texture features are robust to various changes such as spatial gaps
and luminance changes, the new quality measure successfully pro-
vides the best matched patch from few training examples. Then, by
solving an optimization problem that retrieves the phase of the target
patch from the phaseless texture features of the best matched patch,
its missing areas can be reconstructed. Consequently, accurate image
completion using the new quality measure becomes feasible. Sub-
jective and quantitative experimental results are shown to verify the
effectiveness of our method using the new quality measure.

Index Terms— Image completion, image quality measure,
phase retrieval, phaseless texture feature.

1. INTRODUCTION

Image completion, which is also called image inpainting, has been
intensively studied by many researchers, and a number of meth-
ods have been proposed [1, 2]. The basic idea of image comple-
tion is to recover missing areas included within a target image from
the other known areas. The most traditional approach is based on
texture synthesis [3], and unknown intensities within missing areas
can be estimated by copying known intensities within the target im-
age. Furthermore, Criminisi et al. proposed a representative method
called an “exemplar-based approach” [4]. Although the basic strat-
egy of the exemplar-based approach is the same as that of the texture
synthesis-based approach, the biggest difference between these two
approaches is introduction of a new criterion, “patch priority” for
determining image completion order. In recent years, the exemplar-
based approach has been extended by improving the performance of
image representation and patch priority determination [5–8].

Traditionally, the exemplar-based approach tries to find the best
matched patch, whose intensity values are the most similar to those
of the target patch, from known parts within the target image. If
we assume that the target image consists of several kinds of small
textures, the intensity values are regarded as texture features. Then
the best matched patch is selected by monitoring distances between
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these texture features. However, when a clipping interval of known
training patches is different from the periods of the textures, this
mismatch makes the distance of texture features larger even if two
patches include the same kinds of textures [2]. Thus, it is necessary
to prepare a tremendous number of training examples, i.e., known
patches, from the target image. The same problem also occurs due
to some other changes such as luminance changes. Furthermore,
even if the number of the training examples increases, the above
problem cannot be perfectly avoided. Thus, there have been pro-
posed many alternative methods that adopt low-dimensional approx-
imation of patches based on multivariate analysis such as Principal
Component Analysis (PCA) [9], kernel PCA [10, 11], sparse repre-
sentation [5,12,13], neighbor embedding [6,14] and rank minimiza-
tion [15, 16]. Although these methods can improve the image repre-
sentation performance, they cannot directly solve the above problem.

The underlying problem is that the distance directly obtained
from intensity values cannot reflect the difference of textures. One
solution for solving this problem is introduction of new quality mea-
sures which are derived from better visual features accurately repre-
senting texture characteristics. Although many accurate texture fea-
tures [17,18] or accurate quality measures [19–22] have existed, they
cannot be generally applied to the image completion since the final
estimation results are intensity values of missing areas. On the other
hand, we have reported that Fourier-based features can represent
texture characteristics, and missing texture reconstruction becomes
feasible by using a phase retrieval technique [23, 24]. It should be
noted that the study of the phase retrieval was traditionally carried
out [25–27], and in recent years, it has developed rapidly since new
different techniques were discovered in the field of sparse represen-
tation [28–30]. Therefore, by introducing these state-of-the-art tech-
niques, realization of a new extended image completion method is
expected.

In this paper, we present a novel exemplar-based image comple-
tion method via a new quality measure based on phaseless texture
features. Figure 1 shows interesting examples, results of dimension-
ality reduction using two kinds of texture features. As shown in Fig.
1, since power spectrum values can represent texture characteristics
more successfully than intensity values, we adopt them as phaseless
texture features in this paper. Since these phaseless texture features
solve the underlying problem included in the existing methods, they
are robust to various changes such as spatial gaps and luminance
changes. Then this indicates realization of the image completion
from fewer training examples. Given a power spectrum, we enable
the phase retrieval of a target patch including missing areas from its
known intensities. This phase retrieval algorithm can be derived as a
simplified version of a recently reported GrEedy Sparse PhAse Re-
trieval (GESPAR) algorithm [28]. Then the error converged through
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(g) Intensity values (h) Power spectrum values

Fig. 1. Comparison between two kinds of textures features, “in-
tensity values” and “power spectrum values” obtained from patches
clipped from six test images shown in (a)–(f). The two graphs in
(g) and (h) correspond to results of dimensionality reduction using
the two kinds of textures features. These results are obtained on
the basis of the benchmarking dimensionality reduction method, t-
distributed Stochastic Neighbor Embedding (t-SNE) [31]. The dots
shown in these graphs correspond to patches clipped from the six
images. The color shown in each caption of (a)–(f) corresponds to
the color shown in (g) and (h).

our phase retrieval algorithm is defined as the new quality measure
based on the phaseless texture features to select the best matched
patch in the exemplar-based image completion. Furthermore, from
the known texture features of the best matched patch, the missing ar-
eas within the target patch can be reconstructed by our phase retrieval
algorithm. Consequently, our phase retrieval algorithm plays the two
important roles, i.e., the derivation of the new quality measure and
the reconstruction of the missing areas, and this non-conventional
approach achieves successful exemplar-based image completion.

2. MISSING AREA RECONSTRUCTION ALGORITHM
BASED ON PHASE RETRIEVAL

This section presents the missing area reconstruction algorithm
based on the phase retrieval. The algorithm shown in this section is
necessary for both deriving the new quality measure and estimating
missing intensities in our exemplar-based image completion method
shown in the following section (Sec. 3).

Given a target patch f including missing areas and its corre-
sponding original power spectrum, the proposed method recon-
structs the missing areas by retrieving the phase of f . First, we
define an original intensity vector of the target patch f and its orig-
inal power spectrum as x ∈ RD and y ∈ RD, respectively, where D
is the number of pixels within the target patch. It should be noted
that ith (i = 1, 2, · · · ,D) element yi of y is obtained by yi = x⊤Aix,
where Ai = Re(Fi)⊤Re(Fi) + Im(Fi)⊤Im(Fi), and Fi is the ith row of

the discrete Fourier transform matrix. In this paper, vector/matrix
transpose is denoted by a superscript ⊤.

First, we decompose x into two elements as

x = Bµµ + Bκκ, (1)

where µ ∈ RDµ and κ ∈ RDκ are vectors respectively including un-
known and known intensities within the target patch f , where µ is
the estimation target in our method, and Dµ +Dκ = D. Furthermore,
Bµ ∈ RD×Dµ and Bκ ∈ RD×Dκ are binary matrices which reconstruct x
from the two decomposed elements. The estimation of the unknown
intensity vector µ from the original power spectrum y is equivalent
to the phase retrieval of the target patch f . Therefore, according to
the idea of the GESPAR algorithm [28], the proposed method tries to
reconstruct the original intensity vector x, i.e., the unknown vector
µ, by solving the following optimization problem:

min

g (x) =
D∑

i=1

(
x⊤Aix − yi

)2 : x ∈ RD

 . (2)

Since κ in x is already known, the above problem can be rewritten as

min

g (µ) =
D∑

i=1

{(
Bµµ + Bκκ

)⊤
Ai

(
Bµµ + Bκκ

)
− yi

}2
: µ ∈ RDµ

 (3)

by using Eq. (1). In Eq. (3), g (µ) is rewritten as

g (µ) =

D∑
i=1

{
µ⊤B⊤µAiBµµ + 2κ⊤B⊤κAiBµµ +

(
κ⊤B⊤κAiBκκ − yi

)}2
=

D∑
i=1

(
µ⊤Ciµ + 2d⊤i µ + ei

)2
=

D∑
i=1

{hi (µ)}2 , (4)

where Ci, di and ei are respectively defined as follows:

Ci = B⊤µAiBµ, (5)

di = B⊤µAiBκκ, (6)

ei = κ⊤B⊤κAiBκκ − yi. (7)

Furthermore, hi (µ) is defined as

hi (µ) = µ⊤Ciµ + 2d⊤i µ + ei. (8)

The proposed method estimates the optimal solution in Eq. (3)
by the following iteration algorithm, where tth estimation result of µ
is denoted as µt. First, we approximate hi (µ) in Eq. (8) around µt−1
as follows:

hi (µ) � hi
(
µt−1
)
+ ∇hi

(
µt−1
)⊤ (µ − µt−1

)
. (9)

Then the problem shown in Eq. (3) is rewritten as

min
µ

D∑
i=1

{
2
(
Ciµt−1 + di

)⊤ µ − (µ⊤t−1Ciµt−1 − ei
)}2
. (10)

Finally, Eq. (10) can be also rewritten as the following linear least-
squares problem:

µt = arg min
µ

∣∣∣∣∣∣Pt−1µ − qt−1

∣∣∣∣∣∣2, (11)
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Table 1. Quantitative evaluation of image completion results using SSIM index.
Test image Reference [4] Reference [5] Reference [6] Reference [8] Reference [13] Proposed method

Image 1 0.8225 0.8266 0.8397 0.8146 0.8137 0.8489
Image 2 0.7162 0.7388 0.7558 0.7522 0.7958 0.8240
Image 3 0.7910 0.7896 0.8155 0.8009 0.8250 0.8509
Image 4 0.7275 0.7179 0.7950 0.7341 0.8324 0.8534
Image 5 0.7379 0.7720 0.7232 0.7598 0.6674 0.7725
Average 0.7590 0.7690 0.7858 0.7723 0.7869 0.8299
Median 0.7379 0.7720 0.7950 0.7598 0.8137 0.8489

where

Pt−1 =


2
(
C1µt−1 + d1

)⊤
2
(
C2µt−1 + d2

)⊤
...

2
(
CDµt−1 + dD

)⊤
 , qt−1 =


µ⊤t−1C1µt−1 − e1

µ⊤t−1C2µt−1 − e2
...

µ⊤t−1CDµt−1 − eD

 . (12)

Since the cost function of the above problem becomes a quadratic
form of µ, its optimal solution can be obtained.

In this way, the proposed method estimates the missing inten-
sities µ within the target patch f , and the phase retrieval of f also
becomes feasible, simultaneously. The algorithm shown in this sec-
tion is a simplified version of the GESPAR algorithm [28], whose
image constraint is the known intensities κ within the target patch f .
Since we do not have to estimate the support set, our phase retrieval
problem can be simplified as shown in the above explanation.

3. IMAGE COMPLETION VIA NEW QUALITY MEASURE
BASED ON PHASELESS TEXTURE FEATURES

This section shows the image completion method using the new
quality measure based on the phaseless texture features. First, we
clip known training patches fn (n = 1, 2, · · · ,N; N being the number
of clipped patches) from the target image in the same interval, and
the power spectrum yn is calculated as the texture features for each
fn. Furthermore, a target patch f including missing pixels is selected
from the target image, and its missing intensities are estimated by
procedures shown blow. Note that the selection of the target patch,
i.e., the determination of the image completion order, is performed
on the basis of the well known patch priority proposed by Criminisi
et al. [4].

The proposed method tries to select the best matched patch fnopt ,
whose power spectrum ynopt is the most similar to that of the target
patch f , among fn (n = 1, 2, · · · ,N). It should be noted that since
the target patch f includes missing pixels, we cannot find the best
matched patch by directly comparing the difference of the power
spectrum. Therefore, we newly derive the alternative measure.
Specifically, the proposed method regards yn of each known training
patch fn as y and performs the optimization shown in Eq. (3) of the
previous section. Then the converged result of g (µ) is obtained as
the new quality measure gn (n = 1, 2, · · · ,N). This measure is the
minimum square error of the power spectrum caused by retrieving
the phase of the target patch f from yn. Since we regard yn as the
texture features, the new criterion gn becomes the minimum distance
between the texture features of the target patch f and those of each
known training patch fn. Therefore, by finding the patch minimizing
gn, the selection of the best matched patch fnopt becomes feasible.
Finally, from ynopt of the best matched patch fnopt , we can estimate

the missing intensities within the target patch f by retrieving its
phase based on the algorithm shown in the previous section.

In this way, the proposed method realizes the exemplar-based
image completion by using the new quality measure based on the
phaseless texture features. It has been reported in [2,23,24] that com-
pared to intensity values, phaseless features such as Fourier trans-
form magnitude and power spectrum successfully represent texture
characteristics since they are robust to various changes such as spa-
tial gaps and luminance changes. Therefore, the new quality mea-
sure derived in our method can successfully reflect the difference of
textures. Furthermore, based on the phase retrieval algorithm, the
proposed method realizes the estimation of the missing intensities
from the phaseless texture features.

4. EXPERIMENTAL RESULTS

In this section, experimental results are shown to verify the perfor-
mance of the proposed method. As shown in Fig. 2, we added miss-
ing areas to five test images. For the target images including miss-
ing areas, we performed the image completion based on the pro-
posed method and some comparative methods [4–6, 8, 13]. Since
the method in [4] performs the exemplar-based image completion
directly using intensity values, it corresponds to the benchmarking
method removing the novel points in our method. The method in [5]
improves the performance of image representation and patch priority
determination. Furthermore, we introduced the methods in [6], [8]
and [13] for the comparison since they are state-of-the-art methods.
All of these comparative methods directly use intensity values for
the image completion, and they are suitable for the comparison of
our method. In this experiment, we used gray scale images, and the
patch size was set to 15 × 15 pixels in the exemplar-based methods,
where the clipping interval of known training patches was set to the
half size of the patches. We adopted such difficult conditions for
making the difference between the performance of our method and
that of the comparative methods clearer.

As shown in Fig. 2, the proposed method realizes more accurate
image completion compared to the previously reported methods. If
sufficient number of training examples cannot be obtained, it be-
comes difficult for the comparative methods to accurately estimate
the missing intensities. On the other hand, the proposed method can
successfully grasp the whole texture characteristics within the tar-
get image from few training examples by newly adopting the phase-
less texture features. Furthermore, by using the new quality measure
based on the phaseless texture features, our method can not only find
the best matched patches but also estimate the missing intensities
through the phase retrieval algorithm, accurately.

Furthermore, we show results of quantitative evaluation. In this
experiment, we calculated the SSIM index [19], which is one of the
most representative image quality measures, for the image comple-
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Original images Images including Image completion results Image completion results
missing areas by comparative methods by the proposed method

Fig. 2. Image completion results obtained by the comparative methods [4–6,8,13] and the proposed method. These five images correspond to
Images 1–5 of Table 1. The comparative methods used for obtaining the results in Images 1–5 are [4], [5], [6], [8] and [13], respectively. The
sizes of Images 1–5 are 480× 360 pixels, 480× 360 pixels, 640× 480 pixels, 640× 480 pixels and 480× 360 pixels, respectively. All of these
five test images are 8-bit gray levels. The percentages of missing areas are 8.9%, 10.7%, 5.9%, 5.5% and 11.3% in Images 1–5, respectively.

tion results shown in Fig. 2. Note that the values of the SSIM index
were calculated from only the reconstructed areas. From the results
of the SSIM index shown in Table 1, we can see that the proposed
method realizes more accurate image completion.

5. CONCLUSIONS

This paper has presented the exemplar-based image completion via
the new quality measure based on the phaseless texture features. The
proposed method newly derives the new quality measure, which rep-

resents the minimum distance between the phalseless texture fea-
tures, based on the phase retrieval algorithm. This measure en-
ables the selection of the best matched patch even if the target patch
includes missing pixels. Furthermore, the proposed method esti-
mates the missing intensities by retrieving the phase of the target
patch from the phaseless texture features of the best matched patch.
From the experimental results, it is verified that our method achieves
the successful image completion and outperforms the state-of-the-art
methods.

1830



6. REFERENCES

[1] C. Guillemot and O. Le Meur, “Image inpainting: Overview and
recent advances,” IEEE Signal Processing Magazine, vol. 31,
no. 1, pp. 127–144, 2014.

[2] T. Ogawa and M. Haseyama, “Missing texture reconstruction,”
Wiley Encyclopedia of Electrical and Electronics Engineering,
pp. 1–19, 2015.

[3] A. A. Efros and T. K. Leung, “Texture synthesis by nonparamet-
ric sampling,” Proc. IEEE International Conference on Com-
puter Vision, pp.1033–1038, 1999.

[4] A. Criminisi, P. Perez and K. Toyama, “Region filling and object
removal by exemplar-based image inpainting,” IEEE Transac-
tions on Image Processing, vol. 13, no. 9, pp. 1200–1212, 2004.

[5] Z. Xu and J. Sun, “Image inpainting by patch propagation using
patch sparsity,” IEEE Transactions on Image Processing, vol.
19, no. 5, pp. 1153–1165, 2010.

[6] C. Guillemot, M. Turkan, O. L. Meur and M. Ebdelli, “Object
removal and loss concealment using neighbor embedding meth-
ods,” Signal Processing: Image Communication, vol. 28, no. 10,
pp. 1405–1419, 2013.

[7] P. Buyssens, M. Daisy, D. Tschumperle and O. Lezoray,
“Exemplar-based inpainting: Technical review and new heuris-
tics for better geometric reconstructions,” IEEE Transactions on
Image Processing, vol. 24, no. 6, pp. 1809–1824, 2015.

[8] T. Ruzic and A. Pizurica, “Context-aware patch-based image in-
painting using Markov random field modeling,” IEEE Transac-
tions on Image Processing, vol. 24, no. 1, pp. 444–456, 2015.

[9] T. Amano and Y. Sato, “Image interpolation using BPLP method
on the eigenspace,” Systems and Computers in Japan, vol.38,
no.1, pp.87–96, 2007.

[10] T. Ogawa and M. Haseyama, “POCS-based texture reconstruc-
tion method using clustering scheme by kernel PCA,” IEICE
Transactions on Fundamentals of Electronics, Communications
and Computer Sciences, vol. E90-A, no. 8, pp. 1519–1527,
2007.

[11] T. Ogawa and M. Haseyama, “Missing intensity interpolation
using a kernel PCA-based POCS algorithm and its applications,”
IEEE Transactions on Image Processing, vol. 20, no. 2, pp. 417–
432, 2011.

[12] T. Ogawa and M. Haseyama, “Missing image data reconstruc-
tion based on adaptive inverse projection via sparse represen-
tation,” IEEE Transactions on Multimedia, vol. 13, no. 5, pp.
974–992, 2011.

[13] Z. Li, H. He. H.-M. Tai, Z. Yin and F. Chen, “Color-direction
patch-sparsity-based image inpainting using multidirection fea-
tures,” IEEE Transactions on Image Processing, vol. 24, no. 3,
pp. 1138–1152, 2015.

[14] M. Turkan and C. Guillemot, “Locally linear embedding based
texture synthesis for image prediction and error concealment,”
Proc. IEEE International Conference on Image Processing, pp.
3009–3012, 2012.

[15] J. Liu, P. Musialski, P. Wonka and J. Ye, “Tensor completion
for estimating missing values in visual data,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 35, no. 1, pp.
208–220, 2013.

[16] K. H. Jin and J. C. Ye, “Annihilating filter-based low-rank Han-
kel matrix approach for image inpainting,” IEEE Transactions
on Image Processing, vol. 24, no. 11, pp. 3498–3511, 2015.

[17] M. Tuceryan and A.K. Jain, “Texture analysis,” Handbook of
Pattern Recognition and Computer Vision, C. H. Chen, L. F.
Pau, and P. S. P. Wang, Eds., Singapore: World Scientific, pp.
235–276, 1993.

[18] X. Xie and M. Mirmehdi, “A galaxy of texture features,” Hand-
book of Texture Analysis, M. Mirmehdi, X. Xie, J. Suri, Eds.,
London, U.K.: Imperial College Press, pp. 375–406, 2008.

[19] Z. Wang, A. C. Bovik, H. R. Sheikh and E. P. Simoncelli, “Im-
age quality assessment: From error visibility to structural simi-
larity,” IEEE Transactions on Image Processing, vol. 13, no. 4,
pp. 600–612, 2004.

[20] Z. Wang and A. C. Bovik, “Modern image quality assessment,”
Morgan & Claypool Publishers, 2006.

[21] W. Lin and C.-C. J. Kuo, “Perceptual visual quality metrics: A
survey,” Journal of Visual Communication and Image Represen-
tation, vol. 22, no. 4, pp. 297–312, 2011.

[22] L. Zhang, L. Zhang, X. Mou and D. Zhang, “FSIM: A feature
similarity index for image quality assessment,” IEEE Transac-
tions on Image Processing, vol. 20, no. 8, pp. 2378–2386, 2011.

[23] T. Ogawa, M. Haseyama and H. Kitajima, “Reconstruction
method of missing texture using error reduction algorithm,”
Proc. IEEE International Conference on Image Processing, pp.
II-1026–II-1029, 2005.

[24] T. Ogawa and M. Haseyama, “Missing texture reconstruction
method based on error reduction algorithm using Fourier trans-
form magnitude estimation scheme,” IEEE Transactions on Im-
age Processing, vol. 22, no. 3, pp. 1252–1257, 2013.

[25] J. R. Fienup, “Reconstruction of an object from the modulus of
its Fourier transform,” Optics Letters, vol. 3, no. 1, pp. 27–29,
1978.

[26] F. R. Fienup, “Phase retrieval algorithms: A comparison,” Ap-
plied Optics, vol. 21, no. 15, pp. 2758–2769, 1982.

[27] J. A. Rodriguez, R. Xu, C.-C. Chen, Y. Zou and J. Miao, “Over-
sampling smoothness: An effective algorithm for phase retrieval
of noisy diffraction intensities,” Journal of Applied Crystallog-
raphy, vol. 46, pp. 312–318, 2013.

[28] Y. Shechtman, A. Beck and Y. C. Eldar, “GESPAR: Efficient
phase retrieval of sparse signals,” IEEE Transactions on Signal
Processing, vol. 62, no. 4, pp. 928–938, 2014.

[29] E. J. Candès, Y. C. Eldar, T. Strohmer and V. Voroninski,
“Phase retrieval via matrix completion,” SIAM Review, vol. 57,
no. 2, pp. 225–251, 2015.

[30] Y. Shechtman, Y. C. Eldar, O. Cohen, H. N. Chapman, J. Miao
and M. Segev, “Phase retrieval with application to optical imag-
ing: A contemporary overview,” IEEE Signal Processing Mag-
azine, vol. 32, no. 3, pp. 87–109, 2015.

[31] L. van der Maaten and G. Hinton, “Visualizing data using t-
SNE,” Journal of Machine Learning Research, no. 9, pp. 2579–
2605, 2008.

1831


