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ABSTRACT

Online human action detection and forecast on untrimmed 3D
skeleton sequences is a novel task based on traditional action
recognition and has not been fully studied. Its aim is to local-
ize and recognize one action in a long sequence while doing
forecasting task at the same time. In this paper, we propose
an online detection algorithm featuring Multi-Task Recurrent
Neural Network to solve this problem. First, a deep Long
Short Term Memory (LSTM) network is designed for feature
extraction and temporal dynamic modeling. Then we utilize
a classification subnetwork to classify one action, and predict
the status of it at the same time. To forecast the occurrence
of actions and estimate the accurate time of occurrence, we
incorporate a regression subnetwork to our model. Then we
split the action classes to three stages and train the model by
optimizing a joint classification regression objective function.
Experimental results show that the proposed model achieves
satisfactory results on online action detection and forecast.

Index Terms— Online Action Detection, Online Action
Forecast, Recurrent Neural Network

1. INTRODUCTION

Human action detection remains a challenging problem in the
field of computer vision, facilitating a wide range of practi-
cal applications like video surveillance, video understanding
and human-computer interaction. For these applications, the
ability to detect or even predict human’s actions can greatly
improve the functionality, especially in designing intelligent
robot system. Thus, online human action detection and fore-
cast is developed, taking both the accuracy and the latency
into consideration.

Action recognition and detection problem has been stud-
ied through the past decade and several methods have been
proposed. For action recognition, by tracking feature points
in consecutive frames and encoding the extracted trajectories
with bag-of-feature (BOF) technique [1], motion of objects in
thecitedeo can be captured and well recognized. This method
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was lately improved by densely tracking points in the opti-
cal flow field while adding more features and encoding with
Fisher Vector [2, 3]. For action detection, besides accurate
classification, the temporal information is also needed. Ex-
isting works utilize a variety of methods like sliding-window
scheme [4, 5, 6, 7] or action proposal approaches [8, 9].

Recently, the developments of Convolutional Neural Net-
work (CNN) and Recurrent Neural Network (RNN) show
great potentials in the field of action recognition [10, 11].
The combination of traditional hand-craft features and CNN
extracted features [12, 13] shows improvement in classifi-
cation performance. A Long-term Recurrent Convolutional
Network (LRCN) is proposed for activity recognition [14]
and early activity detection [15].

In order to capture more information from the objects,
there is a trend of adding depth camera to the sensors. One
important feature for the additional depth camera is the abil-
ity to extract the skeleton from human body. Skeleton, as a
kind of high level representation of human body, can provide
valuable information for recognizing actions [16]. For skele-
ton based action recognition, hierarchical RNN [17] and fully
connected Long Short Term Memory (LSTM) [18] are inves-
tigated to model the temporal dynamics. In [19], a skeleton-
data based Joint Classification Regression RNN was designed
to solve online action detection and forecasting problem with
a Gaussian-like curve to describe the confidence. However, it
only achieved a weak prediction to locate the time points in
an interval, but not the exact time point.

In this paper, we propose a Multi-Task Recurrent Neural
Network to localize the start and end positions of the action
and forecast the accurate action occurrence from the stream-
ing skeleton data. The architecture is shown in Fig.1. To be
specific, LSTM layers are used to extract video features and
perform long-range temporal dynamics modeling automati-
cally. Here, our network is end-to-end trainable by optimizing
a joint objective function of classification task for detection
and regression task for forecast. On one hand, the classifica-
tion subnetwork is designed to classify the frame-wise action
so that the action interval can be localized online. On the other
hand, the regression subnetwork aims to forecast the specific
start and end point of actions by learning the countdown of
the action. Additionally, to evaluate our method, we formu-
late some new evaluation protocols and define two standard

1702978-1-5090-4117-6/17/$31.00 ©2017 IEEE ICASSP 2017



curves for the comparison.
The rest of this paper is organized as follows. Sec.2 for-

mulates the problem of online action detection and forecast.
In Sec.3, we introduce the proposed Multi-Task Recurrent
Neural Network. Experimental results are shown in Sec.4 and
concluding remarks are given in Sec.5.

2. OVERVIEWS ON ONLINE ACTION DETECTION
AND FORECAST

In this section, we overview the formulation of online action
detection and action forecast which is first illustrated in [19].
Since this new problem is far from solving, to clarify the dif-
ference from other problems is of great significance.

2.1. Online Action Detection

We define M kinds of actions in all the videos. Given a video
observation V = {v0, ..., vN−1} composed of N frames, of-
fline action detection which uses full video segment to detect
the human action is formulated as

A =
⋃
i

{(si, ei, ki) |si < ei < N}, (1)

where A is the action set, si, ei and ki is the start point, the
end point, and the class of action i occurred in the video.

Different from offline action detection, online action de-
tection aims to locate the start point and the end point syn-
chronously according to the previous video segment and de-
termine the action class underway. One similar work called
early detection has been study in [15] which aims to classify
the action as soon as possible. For online action detection, the
main idea is to perform classification and segment detection
at one time. Thus, the online detection method must estimate
the starting point, the end point and status of the current action
automatically. The problem is formulated as below,

At =
⋃
i

{(si, ei, ki) |ei 6 t} ∪ {(s, t, k)}, (2)

which is to calculate At for every t < N , where s is the start
point of action k happened in time t.

To achieve the goal of online processing, the interval
(si, ei, ki) is added into set At one by one. Consequently,
this problem can be transformed into a classification task to
calculate y∗

t as,

y∗t = max
t
P (yt |v0, ...vt), (3)

where yt ∈ R1×(M+1) is the possible action label vector for
frame vt. For Background which cannot be classified as a
member of M classes, we set up one additional class to label
it.

2.2. Online Action Forecast

Besides online action detection, one forecasting process to de-
cide how soon the objective action will take place can also be

running at the same time. Online action forecast aims to pre-
dict the start and the end point of the action. A weak forecast
of probability that one action is about to happen in time T is
formulated as

(y∗
t , s

∗
t , e

∗
t ) = max

yt,st,et
P (yt, st, et |v0, ...vt), (4)

where yt, st, et ∈ R1×(M+1) are three vectors deciding which
action is in progress, starting or ending. For example, st,j = 1
suggests that

Pt(t 6 sj 6 t+ T |v0, ..., vt) > θs, (5)

where sj is the start point of action j and θs is an constant
threshold value.

To further predict the time point accurately is a more chal-
lenging task defined as to determine

(F∗
t ,L

∗) = max
Ft,L

P (Ft,L |v0, ...vt), (6)

where
Ft = {yt, st, et},

and L describe the exact number of frames to the start or end
points.

3. PROPOSED MULTITASK RNN FOR ONLINE
DETECTION AND FORECAST

Leveraging the insights from previous works, we propose a
new end-to-end Multi-Task RNN framework based on Joint
Classification-Regression RNN, whose architecture is shown
in Fig.1. It contains three major components: three stacked
LSTM layers, one classification subnetwork and a regression
subnetwork. LSTM is an advanced RNN network which is
widely used for extracting frame level action features and
learning the long-range dependencies of a temporal sequence.
To be specific, the network is constructed by three LSTM lay-
ers and three non-linear fully-connected (FC) layers. Those
FC layers act as a role of feed-forward layers for robust fea-
ture learning. A regression loss together with a classification
loss is added into the learning objective, in order to perform
action interval locating and explicit action forecasting:

L(V ) = Lc(V ) + λLr(V ), (7)

where Lc(V ) and Lr(V ) are the classification loss and the
regression loss respectively. λ is constant value.

In the following, we will briefly introduce the multi-task
subnetworks for online action detection and forecast.

3.1. Classification Task

The classification task subnetwork is designed for recogniz-
ing action interval by labeling each frame. We split an action
class into three parts: kb, kp and ke for action about to begin,
in progress and about to end respectively. For example, class
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Fig. 1. Architecture of the proposed multi-task RNN framework for online detection and forecast.

kb indicates an action is to occur soon and the end of it indi-
cates the start of an action. We consider it necessary to train
the model in a stronger supervision for the forecasting prob-
lem. Thus, we carefully refine data with tripling the number
of labels and the loss function of classification task is defined
as

Lc(V ) = − 1

N

N−1∑
t=0

3×M∑
k=0

zt,k lnP (yt,k|v0, ...vt), (8)

where M is the number of all action classes, and zt,k corre-
sponds to the score of frame vt for class k. When k is the
ground truth label, zt,k sets to 1. For the other action classes,
the score is zero.

The structure of this subnetwork is shown on the upper
part of Fig.1. Deep LSTM network is designed to model the
spatial structure and to extract the temporal dynamics features
of current frame. A fully-connected layer FC1 with a Soft-
Max activation is added for the classification task.

3.2. Regression Task

The regression task subnetwork is designed for forecasting
the exact positions of action. To perform the forecast task, an
alternative is using Gaussian-like curve to describe the confi-
dence:

cst = exp

(
−(t− sj)2

2σ2

)
, (9)

where sj is the start point of the nearest action j to the frame
vt, and σ is a user-defined value. However, a constant value
for σ is unappropriate because the properties of different ac-
tions may differ. For example, some actions like hitting sand-
bags or short-distance dash usually occur abruptly, while oth-
ers may occur gently. Thus, it is essential to change σ dynam-
ically.

Consequently, We define Lt as the ground truth distance
between frame t and next action point:

Lt = min{(sj − t), (ej − t)|sj , ej > t}, (10)

where si and ej is time point after frame t.
This definition has two advantages. One is that the dis-

tance can be easily calculated without variable σ. For the

other, the forecasting problem is transformed into a linear re-
gression in which specific distance can be calculated more
easily than a regression of Gaussian-like model. Thus, the re-
gression problem can be seen as the optimization problem of
the following loss function

Lr(V ) = − 1

N

N−1∑
t=0

‖Lt − pt‖2, (11)

where pt is the prediction distance to next action point.
As shown in Fig.1, we achieve the specific forecasting

work by constructing the regression work subnetwork with
a non-linear fully-connected layer FC2, a Soft Selector layer,
and a non-linear fully-connected layer FC3. The Soft Selec-
tor layer is designed to indicate the output of SoftMax layer in
classification network to select the information of regression
by mapping the value of paraments in FC2. We train the net-
work using stochastic gradient descent with momentum and
Back Propagation Through Time (BPTT) . One dropout regu-
larization is utilized on LSTM fully-connect layers to prevent
over-fitting.

4. EXPERIMENTAL EVALUATION AND RESULT

4.1. Dataset and Setting

We evaluate the performance of our approach for online ac-
tion detection and forecasting with refined Online Action
Detection Dataset (OAD). OAD is a new dataset featuring
Kinect v2 sensors which collects color images, depth im-
ages and human skeleton joints synchronously. It contains
59 videos (216 minutes in total) of 10 common action like
drinking water and washing hands.

As shown in Fig.1, the proposed network contains a deep
LSTM network, a classification task subnetwork and a regres-
sion task subnetwork. The number of neurons in deep LSTM
network is set to [100,100,110,110,100,100] for three LSTM
layers and three FC layers alternatively, and the dropout ratio
is set as [0.2,0.3,0.5]. As for multi-task network, there are the
3M+1 neurons in the FC1 layer corresponding to the number
of action classes M , and the number of neurons of FC2 and
FC3 is set to 10× (M +1) and 1 respectively . The wieght λ
in loss function 7 is set to 0.1.
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4.2. Evaluation and Results

4.2.1. Online action detection

We firstly test the performance of action detection in unre-
fined OAD with same protocols in [19].

F1-Score: This score is similar to the protocol used in
object detection from images [20] to evaluate both presicion
and recall values.

SL-Score, EL-Score: These scores are designed to eval-
uate the accuracy of the localization of the start point and the
end point for an action respectively.

We implemented several baselines for comparison.
SVM-SW: A SVM detector with sliding window design.
RNN-SW: A state-of-the-art action recognition method

using deep LSTM model [18] with a sliding window.
JCR-RNN: Joint Classification Regression RNN [19].
We summarize the results in terms of the average score in

Table 1.

Table 1. Comparison of results between baseline and pro-
posed model.

Scores SVM-SW RNN-SW JCR-RNN Proposed
F1 0.540 0.600 0.653 0.628
SL 0.316 0.366 0.418 0.566
EL 0.325 0.376 0.443 0.560

Our model improves the accuracy of localization of start
and end points. This is because the label of segment before
action gives more information of action localization. Thus,
the noise near the action interval can be recognized more
easily. Our linear regression curve is weaker than Gaussian-
like curve (JCR-RNN), leading to accuracy loss of F1-score.
However, the linear curve can bring out a more accurate fore-
cast of action than Gaussian-like curve.

4.2.2. Online action forecast

Our method shows a promising performance on online fore-
cast. Fig.2 shows an example of forecast results.
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Fig. 2. An example countdown forecast.

Since there is no previous method and evaluation formu-
lation proposed for the action forecast problem, we define a
formulation to evaluate the performance of our method.

Forecast-T Score: Considering that the performance near
the important action point may be more important, we illus-
trate a T-base evaluation formulation:

FST =

∑K
i (
∑si+T

t=si−T +
∑ei+T

t=ei−T )‖Lt − pt‖∑K
i 4× T

. (12)

where K is the sum of actions occurred in a video and Lt , pt
is ground truth and proposed countdown respectively.

Besides, we define two standard forecast curves to evalu-
ate our method: K-delayed and K-advanced. K-delayed is a
standard forecast curve delayed by K frames, which means
it will forecast K frames later than ground truth. Similarly,
K-advanced will forecast the action K frames earlier. Fig.3
compares the standard curves with proposed model.
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Fig. 3. Comparison with proposed model and four standard
curves: 5-delayed, 5-advanced, 3-delayed and 3-advanced.

From Fig.3 we can notice there is an 3-5 frames devia-
tion approximately of our method. Note that when T 6 5,
the K-advanced curve have a more outstanding result than K-
delayed which is reasonable that we usually prefer a advanced
forecast rather than a delayed one. Our method performs bet-
ter than 3-delayed. When T goes up, K is dominant element
that determine how the curve performs.

5. CONCLUSION

In this work, we propose a new Multi-Task Recurrent Neural
Network for human action detection and forecast. Firstly, we
split action class into three to detect and forecast human ac-
tion. Then, we use a deep LSTM network to model temporal
dynamics and perform the classification task. Then we de-
sign a regression task subnetwork to achieve accurate action
forecast. Experimental results show that the proposed method
greatly improves the accuracy of detection and obtains an ef-
fective result of action forecast.
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