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ABSTRACT

Due to the potential for object occlusion in crowded areas,
the use of multiple cameras for video surveillance has pre-
vailed over the use of a single camera. This has motivated
the development of a number of techniques to analyze such
multi-camera video sequences. However, most of these tech-
niques require a camera calibration step, which is cumber-
some and must be done for every new configuration. Ad-
ditionally, these techniques fail to exploit the complemen-
tary information across these multiple datasets. We propose
a data-driven solution to the problem by making use of the
inherent similarity of temporal signatures of objects across
video sequences. We introduce an effective solution for the
detection of abandoned objects using this inherent diversity
based on the transposed independent vector analysis (tIVA)
model. By taking advantage of the similarity across multiple
cameras, the new technique does not require any calibration
and thus can be readily applied to any camera configuration.
We demonstrate the superior performance of our technique
over the single camera-based method using the PETS 2006
dataset.

Index Terms— Abandoned objects, joint blind source
separation, multiple cameras, object detection, video surveil-
lance

1. INTRODUCTION

Video surveillance is an active research field in computer vi-
sion. The aim of video surveillance is to efficiently extract
useful information from large number of videos for object de-
tection, tracking and activity recognition. The use of multi-
ple cameras for surveillance has become popular since multi-
camera sequences can view the monitored area from many
angles, which reduces the issues of occlusion and limited vis-
ibility compared to single camera sequences. A number of
techniques have been proposed to detect abandoned objects
(AOs) from videos [1, 2, 3, 4]. These techniques, however,
are based on the single camera paradigm and thus the perfor-
mance deteriorates in complicated environments, such as with
occlusion and crowd.

A number of smart surveillance techniques have been
proposed to analyze multi-camera video streams [5, 6, 7, 8].

However, these systems first identify the topology of the
cameras in order to connect the camera views by perform-
ing camera calibration, which must be done for every new
configuration and hence is inefficient. Additionally, they do
not exploit the complementary information across multiple
cameras.

In order to exploit the diversity du to the statistically de-
pendent temporal signatures of objects across cameras, in this
paper, we propose a data-driven method to detect AOs based
on transposed independent vector analysis (tIVA). The pro-
posed method does not require the use of preprocessing stages
such as camera calibration and topology estimation in order to
link different camera views and does not depend on features
such as color, size and position of the object as in [2, 8]. This
means that the objects can have a different shape, color and
size when viewed from different camera angles. Additionally,
the proposed method has the potential to detect the AO even if
it is not through all of the cameras and missing from a subset
of those [9].

This paper is organized as follows. In Section 2, we dis-
cuss source separation using IVA, tIVA and order selection.
In Section 4, we discuss the tIVA model for detecting aban-
doned objects and the detection technique proposed in this pa-
per. We present our results in Section 5 using the PETS 2006
dataset [10] and compare our method with spatial indepen-
dent component analysis (sICA) performed on each camera
view. Finally, we discuss our results in Section 6.

2. BACKGROUND
2.1. IVA model

The general IVA model is given by X[k] = A[k]S[k], k =
1, . . . ,K, where the rows of X[k] ∈ RN×P are the observa-
tions, A[k] ∈ RN×M is the mixing matrix and the rows of
S[k] ∈ RM×P are the latent sources for the kth dataset. In or-
der to estimate the latent source vectors y[k]

m ,m = 1, . . . ,M ,
IVA estimates a demixing matrix, W[k] ∈ RM×M , by mini-
mizing the IVA cost function
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The representation in (1) explains that minimization of the
cost function simultaneously minimizes the source entropy
H
{
y

[k]
n

}
and maximizes the mutual information of nth

source component vector (SCV), I {yn}. The nth SCV is de-
fined by concatenating the nth source from each dataset. The
mutual information term in the IVA cost function plays an
important role in exploiting the complementary information
across all the datasets, since it maximizes the dependence
within the nth SCV. Without this term, the IVA cost func-
tion would be equivalent to performing ICA on each dataset
separately [11].

There are a number of IVA algorithms developed based
on the assumption of the latent source distribution. IVA-
Gaussian (IVA-G) [12], assumes the sources to be multivari-
ate Gaussian and makes full use of second order statistics
(SOS). IVA-Laplacian (IVA-L) [13] assumes a multivariate
Laplacian distribution as the source prior and makes use of
higher order statistics (HOS). IVA for multivariate gener-
alized Gaussian distribution (IVA-GGD) [14] has a more
general model than IVA-L and assumes a multivariate gener-
alized Gaussian distribution (MGGD) as the source prior and
thus can exploit both SOS and HOS. The MGGD covers a
wide range of unimodal distributions such as super-Gaussian
(β < 1), normal (β = 1) and sub-Gaussian (β > 1), where
β is the shape parameter. In this paper, we use the IVA-GGD
algorithm in order to exploit multiple types of diversity—
SOS, HOS and source dependence.

2.2. IVA model for videos
An application of independent vector analysis (IVA) to video
sequences has been introduced recently [15], in which the
red, green and blue (RGB) color channels of the video frames
form three datasets, X[k], k = 1, 2, 3. Each dataset is defined
as N observations by P samples, where N is the number of
frames and P is the number of pixels. The columns of the
mixing matrices describe the temporal behavior of the cor-
responding spatial component and is referred to as the time
profile. The sources are time-independent components (fore-
ground objects) and are estimated by exploiting spatial depen-
dence across the RGB color channels. This model is, how-
ever, not suitable for the multi-camera paradigm. Video se-
quences from multiple cameras are shot from different angles
in order to cover areas that may be occluded from some an-
gles. These videos usually have common and distinct areas
across different cameras and are therefore not spatially corre-
lated, making the model used in [15] not a suitable match for
multi-camera video sequences.

Though there is no spatial correlation, multi-camera se-
quences have a common time dimension since multiview
videos are typically synchronized. Hence, if an object moves
at time instant n in camera view 1, it moves at the same
time in all other camera views that can see the object. Thus,
in order to take advantage of the similarities in the tempo-
ral dimension, we propose a simple but powerful alternative

through the transposition of the generative IVA model, the
transposed IVA (tIVA) model, in order to detect AOs, which
we introduce in the next section.

3. TRANSPOSED-IVA MODEL

TIVA is a modified representation of IVA that can automat-
ically link the objects from multiple cameras based on their
temporal signature. The tIVA model is given by (X[k])T =
(S[k])T (A[k])T . By transposing the datasets the role of obser-
vations and samples is reversed, i.e., the sources are indepen-
dent time profiles and the columns of the mixing matrix are
the spatial components. Using this representation, the tIVA
model estimates temporal signatures that are similar across
multi-camera views. Hereafter, we denote the time profiles as
s

[k]
m and the spatial components as A[k]. One advantage of the

tIVA model is that the resolution of each camera can be dif-
ferent since we perform principal component analysis (PCA)
on each dataset as described in the next section.

3.1. Order selection
Estimating the dimension of the signal subspace, i.e., order
selection, is an important issue since in many applications,
the problem is overdetermined in nature and performing IVA
on the signal subspace enable robust estimation of the com-
ponents. For the tIVA model, the number of observations is
equal to the number of pixels and the number of samples is
equal to the number of frames. Since N � P , the max-
imum number of linearly independent signals must be less
than or equal to N . The method in [16] provides a formula-
tion for two information theoretic critera (ITC) under the in-
dependent and identically distributed (i.i.d.) sample assump-
tion: Akaike’s information criterion (AIC) and minimum de-
scription length (MDL). Since for videos, the samples exhibit
pixel-wise dependence, this method can overestimate the or-
der [17]. In [17] this issue is addressed by down-sampling the
samples thus obtaining i.i.d. samples and applying the ITC
formulation on the down-sampled dataset. Since order se-
lection for the sample-poor regime is an open problem, we
estimate the number of signals using the method proposed in
[17] by using the regular model and use that order to perform
PCA on the transposed model. The ITC formulation in [17]
estimates eigenvalues of XXT using singular value decom-
position, for which the singular values are square root of the
eigenvalues of XXT and XTX. Thus, the eigenvalues for the
regular model and transposed model do not change, justifying
the use of the order estimated using the regular model on the
transposed model.

4. ABANDONED OBJECT DETECTION
Abandoned objects are defined as stationary objects that were
not in the scene before. Based on this definition, the time
profile of an abandoned object is expected to be a step-type
response with an increase at the time instant when the object
was placed. Thus, the tIVA model takes advantage of the cor-
relation between the step-type responses across multi-camera
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Fig. 1. Overview of implementation. Each dataset, X[k], k = 1, . . . ,K is defined as number of frames, N , by number of pixels,
P . PCA is applied on each dataset, obtaining dimension reduced datasets, X̄[k]. IVA-GGD is implemented on X̄[k] in order
to estimate W[k]. The estimated sources, Y[k], are the time profiles and the columns of the associated mixing matrix are the
spatial components.

video sequences. In order to detect the AO, we look for a
step-type response among the SCVs. Due to the complex-
ity in the videos such as occlusion and crowd, the step-type
responses are noisy, hence classical smoothing followed by
gradient type techniques fails to detect the step [18]. For this
reason, we implement a two-stage detection in which the first
stage estimates the time point when a potential step occurred
and the second stage determines whether the time profile is a
step response or not.

In order to locate the point where the step change occurs,
the time profile is correlated with an ideal step function and
an area of interest is located that specifies the time points sur-
rounding the step change. The length of the ideal step func-
tion is L time points, with L/2 time points before the step and
L/2 time points after the step. The time points that pass an
absolute correlation coefficient threshold, c1, are labeled to be
in the area of interest. Next, we perform a two-sample t-test
at every time point in the area of interest in order to locate the
exact time at which the step change occurred. This point is
denoted as the estimated time of object drop, T̄ . In the sec-
ond stage, we performK-means clustering on the time profile
in order to group the time points into K = 2 groups. A label
vector, denoting the cluster to which each time point belongs,
is obtained. This label vector is correlated with an ideal step
response that has an increase at time point T and if the cor-
relation coefficient is greater than c2, the time profile is said
to have a step-type response and the corresponding column of
the mixing matrix shows the AO.

5. RESULTS AND DISCUSSION
We use the PETS 2006 dataset [10] to detect abandoned ob-
jects using the proposed tIVA model. The dataset consists
of scenes of a train station recorded from 4 different angles.
There are 7 scenarios, each scenario taking into account dif-
ferent challenges such as object occlusion and crowd. The
data matrix X ∈ RN×P×K consists of four datasets, K = 4,
N frames and P = 576 × 720 = 414, 720 pixels. Every 5th
frame is picked since the frame rate is high (=25 frames/sec).
Order selection is performed on each dataset separately as de-
scribed in Section 3.1 and a median of all orders, denoted
as M̄ , is used as the common order for all datasets. PCA
is implemented on each dataset to form the feature matrix
X̄[k] ∈ RM̄×N as shown in Figure 1. IVA-GGD is applied on
X̄[k] in order to estimate W[k]. We choose β to be 0.4, 0.7, 4
for this experiment in order to cover a wide range of unimodal
distributions. The sources are estimated as Y[k] = W[k]X̄[k]

and mixing matrices are back-reconstructed using Â[k] =(
F[k]

)† (
W[k]

)−1
, where F[k] consists of eigenvectors corre-

sponding to first M̄ largest eigenvalues of
(
X[k]

)T
X[k] and

(·)† denotes a pseudo-inverse operation. AO detection is per-
formed using the rows of Y[k] as described in Section 4 with
c1 = 0.8, c2 = 0.8 and L = 100.

We demonstrate the advantage of the proposed method by
comparing it with the results obtained by applying sICA on
each dataset separately. The ICA algorithm used for com-
parison is entropy rate bound minimization (ERBM) [19, 20]
which takes HOS and sample dependence into account as pro-
posed in [21]. The performance is measured in terms of num-
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Number sICA (ERBM) tIVA
Sequence M̄ of AOs CD/ID CD/ID

V1 V2 V3 V4 V1 V2 V3 V4
S1 65 1 1/0 0/1 1/0 0/1 1/0 1/0 1/0 1/0
S2 52 1 0/1 0/1 0/1 0/1 1/0 1/0 1/0 1/0
S3 52 0 0/1 0/1 1/0 0/1 0/1 0/1 0/1 0/1
S4 58 1 1/1 0/1 0/1 1/0 1/0 0/1 1/0 0/1
S5 64 1 0/1 0/1 0/1 0/0 1/1 1/1 1/1 1/1
S6 60 1 0/1 0/1 0/1 0/1 1/0 1/0 1/0 1/0
S7 52 1 0/1 0/1 1/0 0/1 0/1 0/1 0/1 0/1

6/0 2/6 0/7 1/5 3/4 5/3 4/4 5/3 4/4

Table 1. Comparison of tIVA and sICA in terms of number of correct detection (CD) and number of incorrect detections (ID).
Red indicates incorrect results.

Sequence Ground-truth sICA (ERBM) tIVA
T T̄ T̄

V1 V2 V3 V4 V1 V2 V3 V4
S1 375 376 447 366 416 374 376 367 391
S2 240 212 176 339 342 221 222 230 231
S3 - 367 375 - 268 165 167 168 163
S4 160 154 343 502 145 156 194 156 205
S5 360 532 261 533 - 353 352 356 357
S6 320 242 273 175 390 314 313 319 314
S7 210 234 356 209 263 264 264 264 264

Table 2. Comparison of tIVA and sICA with respect to the estimation of time of the bag-drop. Red indicates incorrect detections,
i.e., not in the range T − 20 ≤ T̄ ≤ T + 20.

ber of correct detections (CD) and number of incorrect de-
tections (ID) as shown in Table 1, and in terms of the time
point of bag-drop, T as shown in Table 2. The detected com-
ponent is correctly classified if the estimated time point T̄
of bag-drop is close to the ground-truth, T , by ± 20 frames
(4 seconds) and by visually looking at the spatial component
(corresponding column of the mixing matrix).

From Table 2, we note that tIVA solves the issue of occlu-
sion, e.g., in scenario 2, the object is occluded by the people
for some time when viewed from camera 3 and 4. Hence the
estimated time point from sICA for V 3 and V 4 is not close to
the ground-truth and is equal to the time point when the peo-
ple moved away from the object. However, this issue is not
observed in tIVA since it jointly estimates the time profiles.
Note that tIVA was able to detect the AO in scenarios 4, 5 and
6, however it has an incorrect detection in scenarios 4 and 5
because in this video, a person walks into the scene and waits
till the end of the video. An object detection scheme for hu-
mans can be used as a post-processing step in order to remove
this false positive.

In scenario 3, tIVA was not able to classify the object as
true negative. In this scenario, the person temporally places
the bag on the floor before picking it up while another per-
son walks into the scene just after the person has picked the
bag and stands still for some time before leaving. tIVA fails
in this case since it combines the time profiles of two tempo-
rary stationary objects into one. Similarly, in scenario 7, tIVA
model combines two time profiles into one since there are

two stationary objects: one is a abandoned bag and the other
is a person who is sitting in the beginning and leaves later, so
the person acts as a removed object. The time profile for a
removed object is also a step response with a step decrease,
however due to sign ambiguity in IVA, the two time profiles
are similar. Thus, the time point of the bag drop shown in
Table 2, is equal to the time point when the person leaves.
The issue of tIVA combining two time profiles in these sce-
narios might be due to the algorithm choice. A step-response
has a bimodal distribution, however IVA-GGD assumes the
sources to have a unimodal distribution. Thus, flexible IVA
algorithms, such as the extension of ICA-entropy bound min-
imization [22] to IVA can be developed to address this issue.

6. CONCLUSION
In this paper, we introduce a new technique to detect aban-
doned objects from multi-camera views using the tIVA model
that takes advantage of the correlation between the time pro-
files of the objects across multiple views. We test our tech-
nique on the PETS 2006 dataset that includes 7 scenarios with
varying levels of complexity and compare it with ICA applied
on each view separately. In general, the results indicate that
tIVA performed better than sICA in terms of correctly detect-
ing the AOs and estimating the time of object drop. The pro-
posed method increases our confidence in the detection results
since the test to detect AO is performed on multiple datasets
in contrast to sICA, for which the result relies on a single test.
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