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ABSTRACT

This paper proposes a psychologically inspired convolutional
neural network (PI-CNN) to achieve automatic facial beauty
prediction. Different from the previous methods, the PI-CNN
is a hierarchical model that facilitates both the facial beau-
ty representation learning and predictor training. Inspired by
the recent psychological studies, significant appearance fea-
tures of facial detail, lighting and color were used to opti-
mize the PI-CNN facial beauty predictor using a new cascad-
ed fine-tuning method. Experiments indicate that the cascad-
ed fine-tuned PI-CNN predictor is robust to facial appearance
variances, and obtains the highest correlation of 0.87 in the
SCUT-FBP benchmark database, which is superior to the re-
lated hand-designed feature and related deep learning meth-
ods.

Index Terms— Facial attractiveness prediction, facial
beauty analysis, convolutional neural network, deep learning

1. INTRODUCTION

Facial attractiveness has allured humans for centuries. Psy-
chology research revealed that facial attractiveness perception
of a human is influenced by several factors, like facial avera-
geness, symmetry, lighting, smoothness and color [1–3]. Al-
though a universal definition of facial beauty remains elusive,
studies indicate that facial attractiveness can be learned by a
machine using data-driven methods [4, 10].

Recently, facial attractiveness prediction has become a
significant problem of facial beauty analysis [11], and has led
to many interesting studies in computer vision and machine
learning communities [4–12]. Based on the data-driven learn-
ing methods, automatic facial attractiveness predictors can be
build for various useful applications, such as recommendation
system [15], content-based image retrieval [16], face beauti-
fication [17] and face editing [18].
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Fig. 1. Input faces and their facial beauty score predicted
by our deep model. The score ranges between [1, 5], where
the large score means the face is more attractive. The results
indicate the PI-CNN facial beauty predictor is consistent to
human perception.

However, it is not trivial to achieve automatic facial at-
tractiveness prediction that is consistent to human perception.
The challenge is twofold. Firstly, large facial appearance vari-
ance and the complexity of human perception make it difficult
to construct an effective and robust beauty assessment model.
Secondly, most of face benchmark databases were original-
ly designed for face recognition problems, and they may not
be suitable for attractiveness prediction. To address the latter
problem, Xie et al. proposed a benchmark database, called
SCUT-FBP, for facial beauty assessment and analysis [14].
Based on the SCUT-FBP database, this paper aims to propose
an learning-based method to achieve automatic facial attrac-
tiveness prediction.

Facial attractiveness prediction can be formulated from
a supervised learning perspective, and previous studies ad-
dressed the problem using different learning models with
hand-designed facial feature [4, 7–10]. Kagian et al. exper-
imented with the geometric and appearance facial feature
with several models for attractiveness prediction, like linear
regression and LS-SVM [4]. Chiang et al. extracted 3D facial
features using a 3dMD scanner to train an adjusted fuzzy
neural network, and high accuracy was achieved [6]. Kalayci
et al. used dynamic features obtained from video clips with
static facial features to build the attractiveness predictor [8].
Yan proposed a cost-sensitive ordinal regression model with
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ranked labels for beauty assessment [10]. Previous studies
indicate that both the facial representation and the prediction
model are critical for facial beauty assessment. Since the
heuristic hand-designed feature is difficult to optimize for the
facial beauty predictors, it would be significant to learn the
facial attractiveness representation adapted to the predictor.

Due to the recent success of deep neural network (DNN)
for many high-level recognition problems [19, 20], we intro-
duce the DNN models to address the facial beauty represen-
tation learning and prediction problem. Gan et al. trained a
SVM regression predictor using the facial feature extracted
by a deep self-taught learning method with two-layer convo-
lutional deep belief networks (CBDN) [12]. Wang et al. built
pairs of auto-encoders for attractive and non-attractive faces
with different types of visual descriptors, and used the rank-
minimized late fusion scheme to perform beauty/not-beauty
prediction [13]. However, previous methods took the facial
beauty representation learning and predictor training in two
separated processes, which may fail to achieve the optimal
performance. It is significant to obtain the facial beauty rep-
resentation and the predictor under a whole learning and fine-
tuning process.

In this paper, we propose a psychologically inspired con-
volutional neural networks (PI-CNN) to achieve automatic fa-
cial beauty prediction that is consistent to human perception.
The beauty scores predicted by a human and our PI-CNN sys-
tem are shown in Fig. 1. Different from the previous DNN,
the PI-CNN is a hierarchical model that facilitates both the
facial beauty representation learning and predictor training.
Inspired by the recent psychological studies [1–3], signifi-
cant appearance features of facial detail, lighting and color
were extracted to build the PI-CNN facial beauty predictor.
We used the facial detail feature obtained by a adaptive WL-
S edge-preserved smoothing filter [22] to pre-train the mod-
el, and propose a cascaded fine-tuning method with lighting
and color feature to optimize the whole performance. Experi-
ments illustrate that our PI-CNN predictor with cascaded fine
tuning obtains the highest correlation of 0.87 in the SCUT-
FBP database [14], and robust to facial appearances variances
in JAFFE [24] and GT [25] face database.

In summary, the contributions of this paper include: (i)
a deep CNN-based facial attractiveness predictor, which is
consistent to human beauty perception and robust to different
facial variances; (ii) a cascaded tuning method, which effec-
tively improves the performance of the deep CNN model with
psychologically inspired facial feature.

2. PI-CNN FOR FACIAL BEAUTY PREDICTION

The goal of the PI-CNN is to achieve representation learning
and model training within a whole deep CNN model for fa-
cial beauty prediction. To optimize the performance of the
deep model, the facial features that psychologically effect the
perception of facial beauty are extracted to adjust the model

parameters following a cascaded fine-tuning scheme.

2.1. The Basic CNN Architecture of Beauty Prediction
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Fig. 2. The basic CNN architecture of facial attractiveness
predictor, where ’C’ is the convolution layer; ’MP’ is the max-
pooling layer; ’AP’ is the average pooling layer; and ’FC’ is
the full connection layer.

The construction of PI-CNN is based on the convolution
neural networks (CNN), which have obtained the state-of-the-
art in many high level image recognition problems [19, 20].

The basic CNN of beauty prediction consists of three
typical layers: convolution layer (C-layer), pooling layer
(P-layer) and full connection layer (FC-layer), as shown in
Fig. 2. In C-layers, several convolutions perform in parallel
to produce a set of pre-synaptic activations, and then each
pre-synaptic activation is run through a nonlinear activation
function. In P-layers, a pooling function (like max-pooling)
is used to modify the output of the C-layer. The C-layers
and P-layers help to make the facial representation become
invariant to small translations of the input, which is inspired
by the visual cortex structure of human vision [19]. Finally,
the FC-layers are on the top of the network to produce the
output score of facial beauty prediction.

Specifically, let ck and hk are the outputs of k-th C-layer
and P-layer, respectively; hFC is the output of FC-layer. The
input-output functions of the PI-CNN beauty predictor fθ(x)
with multiple C-, P-, FC-layers can be formulated as:

ck = Φ(bk + Wkhk−1), k = 1, 2, ...,K,

hk = Pk(ck),

hFC2 = bFC1 + WFC1hK ,

fθ(x) = bFC2 + WFC2hFC2(x).

(1)

where h0 = x is the input of the basic CNN model; Φ(a)
is the non-linear activation functions of C-layer, and here
we use the rectified linear unit (ReLU) in PI-CNN, i.e.
Φ(a) = max(0, a); Pk is the pooling operations of k-th
P-layer, where PI-CNN performs average pooling in the K-th
P-layer and max-pooling in the others. The whole PI-CNN
architecture is illustrated in Fig. 2. In this paper, the depth of
the PI-CNN for the C-, P-layers is set to K = 6.

The model parameters are θ = {β,ω}, where β =
{bk,bFC1,bFC2} contain the offset parameters and ω =
{Wk,WFC1,WFC2} contain the weight matrixs. During
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training, we minimize the cost function:

J(θ) =
1

N

N∑
n=1

||y(n) − fθ(x(n))||2 + λ||ω||2, (2)

where (x(n), y(n)) is the n-th training (feature, score) pair.
The scalar λ controls the weight decay that penalizes the
squared norm of the weights ω, and λ = 0.0005 is set in this
paper. Since the non-linear hierarchical model has many local
minimums [20], we used stochastic gradient descent to train
the model with a dropout technique [21] to avoid over-fitting.

2.2. PI-CNN with Cascaded Fine-Tuning

Fig. 3. The cascaded fine-tuning process of PI-CNN using the
facial feature extracted by the adaptive WLS filter [21].

Recent psychology studies indicates that the skin color,
smoothness, and lighting are three significant factors influ-
encing the perception of facial beauty [1–3]. It inspires us
to construct and improve the PI-CNN using a cascaded fine-
tuning method with these facial features.

In the PI-CNN, we used RGB channels as the color fea-
ture, and extracted the detail and lighting features by an edge-
aware filter. Specifically, we used the adaptive WLS filter of
Liang et al. [22] to decompose the input into separated layer-
s of facial lighting and detail feature, i.e. WLS-lighting and
WLS-detail. Then, we pre-train the PI-CNN predictor using
WLS-detail, and sequentially fine-tune the pre-trained model
with WLS-lighting and RGB, as shown in Fig. 3.

3. EXPERIMENTS AND ANALYSIS

We evaluated the performance of PI-CNN beauty predictor on
the recently proposed SCUT-FBP benchmark database [14],
which is specifically designed for facial beauty perception.
The SCUT-FBP database contains 500 Asian female faces
with beauty scores (score ∈ [1, 5]) labeled by 75 raters. In
the experiments of this paper, 400 samples were randomly se-
lected as the training set, while the rest is the testing set. The
ground-truth is the average of the 75 scores. Following the

previous studies [7, 10, 11], the Pearson Correlation [26] is
used to evaluate the performance between the ground-truth
and the predicted result. To reduce the sample variances,
all the experiments were performed in 5-folds cross valida-
tion [27].

3.1. Evaluations of PI-CNN

We evaluate the effectiveness of PI-CNN for facial beauty
prediction with different model architecture and different
fine-tuning schemes. Experiments indicate that PI-CNN with
deeper structure and cascaded fine-tuning obtained better per-
formance. The results also show that PI-CNN is robust to
facial variance, like pose and expression.

Evaluations of Basic CNN Architecture. We construct-
ed three CNN beauty predictor (without tuning, RGB image
as input) according to Eq. (1) with network depth of K = 3
(CNN-3), K = 5 (CNN-5) and K = 6 (CNN-6), respective-
ly. In the current settings, we found that the CNN tends to
overfit when K > 6. The results of 5-folds cross validations
are shown in Table 1, which indicate that properly increas-
ing the numbers of C-,P- layers can improve the facial beauty
prediction.

Table 1. Comparisons of three basic CNN architectures with dif-
ferent depths. The results are the Pearson Correlation between the
predicted and the ground-truth facial beauty score.

Test Set 1 2 3 4 5 Average
CNN-3 0.77 0.77 0.75 0.77 0.70 0.75
CNN-5 0.84 0.80 0.76 0.79 0.75 0.79
CNN-6 0.86 0.85 0.85 0.79 0.80 0.83

Evaluations of PI-CNN Cascaded Fine-Tuning. To e-
valuate the effectiveness of our cascaded fine-tuning with d-
ifferent facial feature for PI-CNN, we perform different fine-
tuning schemes with different input feature, including eigen-
face, LBP, Gabor and WLS-detail, as shown in Fig. 4. The
results illustrate that cascaded fine-tuning can effectively im-
prove the accuracy of the deep model without fine-tuning for
beauty prediction.
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Fig. 4. Evaluations of PI-CNN cascaded fine-tuning with d-
ifferent input features, including Eigenface, LBP, Gabor, and
WLS-detail.
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Predicted 2.50               2.56                2.40               2.21              2.43
Label        2.64               2.82                2.45               2.55              2.36

Predicted 2.20               2.22               1.88               1.93               1.95
Label        2.73               3.00               2.36               2.00               1.36

Neutral

Neutral

Fig. 5. Robustness of PI-CNN beauty predictor to the facial
variances of pose and expression. Blue: the ground true beau-
ty label by human. Red: the score predicted by PI-CNN.

Robustness to Different Facial Variances. Since the C-
, P-layers of PI-CNN help to obtain the facial representation
that is invariant to small translations of the input, we evalu-
ate the sensitiveness of the beauty predictor under facial vari-
ance of pose and expression, as shown in Fig. 5. The faces
with pose variances were taken from the Japanese Female Fa-
cial Expression (JAFFE) database, while those with expres-
sion variances were taken from the Georgia Tech (GT) face
database [25]. The beauty score of the test faces were labelled
according to the same setting as the SCUT-FBP benchmark
database [14].

The results show that the predicted beauty scores for faces
with pose and expression variances are not only consistent to
human label, but also consistent to the faces with neutral pose
and expression, which indicate the robustness of PI-CNN.

3.2. Comparisons with Related Methods

We compared our method with the traditional shallow regres-
sion model and the related deep learning models, respectively.
The results show that the PI-CNN method obtain the highest
correlation 0.87 among all the methods, which illustrates the
effectiveness of the cascaded fine-tuned PI-CNN predictor.

Comparisons with Shallow Learning Methods. We
compared the methods using hand-crafted feature with tradi-
tional shallow regression and our PI-CNN method, as shown
in Table 2. The results illustrate that PI-CNN is superior to
the other regression model with the same input feature.

Comparisons with Related Deep Learning Methods.
We also compared the PI-CNN with the related deep learn-
ing methods, including multi-layer perception (MLP), neuron
networks with radial basis function kernels (RBFnet), and the
recently proposed PCAnet [23]. The results of 5-folds cross
validation in each test set are shown in Fig. 6, which indicate
the effectiveness of PI-CNN for the representation learning
and predictor training.

We also compared our PI-CNN model with Gan et
al. [12]. According to the setting of [12], CDBN model

Table 2. Comparisons between shallow regression models and PI-
CNN with different input feature. ’LR’ is Linear Regression; ’G-
PR’ is Gaussian Process Regression; ’SVR’ is Support Vector Re-
gression. Note that the deep models (CNN and PI-CNN) here were
trained without fine-tuning to indicate the effectiveness of the deep
structure.

Model LR GPR SVR CNN PI-CNN
Gabor 0.72 0.69 0.75 0.80 0.85

Eigenface 0.11 0.13 0.16 0.40 0.80
LBP 0.30 0.29 0.28 0.71 0.84

WLS-detail 0.63 0.64 0.57 0.83 0.86
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Fig. 6. Comparisons between the related deep learning meth-
ods (PCAnet, RBFnet and MLP) and the fine-tuned PI-CNN
in 5-folds cross validation.

was used to learn the facial feature with Gabor as input, and
the SVM beauty predictor was trained by the CDBN-based
feature. The results show that Gan’s CDBN-based feature
obtain 0.83 Pearson correlation in the training set, but its
performance drops to 0.49 in the testing set of SCUT-FBP. It
seems that the feature learned by the separated CDBN-based
model fails to adapt to the predictor well in some cases. In
contrast, our PI-CNN simultaneously optimizes the facial
beauty representation and predictor.

4. CONCLUSIONS

This paper addresses the facial attractiveness prediction prob-
lem using deep learning. A psychologically inspired deep
convolutional neural networks (PI-CNN) is proposed, which
facilitates both the facial beauty representation learning and
predictor training. We used a new cascaded fine-tuning
method to further improve the performance of PI-CNN facial
beauty predictor with facial features of detail, lighting and
color. Experiments indicate that the cascaded fine-tuned PI-
CNN predictor obtains the highest correlation of 0.87 in the
benchmark database, which is superior to the related hand-
designed feature with shallow regressors and related deep
learning methods.

Experiments in this paper were based on a relatively small
SCUT-FBP database [14]. To tackle with the benchmark e-
valuation problem [11], we would design a large scale bench-
mark database for facial beauty analysis in the future work.
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