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ABSTRACT

In the era of social media, a large number of user-generated
videos are uploaded to the Internet every day, capturing events
all over the world. Reconstructing the event truth based on
information mined from these videos has been an emerging
challenging task. Temporal alignment of videos “in the wild”
which capture different moments at different positions with
different perspectives is the critical step. In this paper, we
propose a hierarchical approach to synchronize videos. Our
system utilizes clustered audio-signatures to align video pairs.
Global alignment for all videos is then achieved via form-
ing alignable video groups with self-paced learning. Experi-
ments on the Boston Marathon dataset show that the proposed
method achieves excellent precision and robustness.

Index Terms— Event Reconstruction, Video synchro-
nization, Video Analysis, Audio Signal Processing

1. INTRODUCTION

With the growing world-wide connectivity and popularity of
camera-embedded smart devices, events around the world can
now be captured and rapidly shared via social media. When
an event happens, especially those with a large crowd of peo-
ple, different videos would record different moments of the
same event at different positions from different perspectives.
For example, New Year’s Eve at NYC, Carnival in Brazil, and
Boston Marathon bombing all have hundreds or even thou-
sands of attendees upload videos of the event. The collection
of these user-generated recordings not only enable new appli-
cations such as free-view video [1] and 3D-reconstruction [2];
but it may also help our society achieve a more unbiased un-
derstanding of the event truth [3]. Such information would
particularly important for conflict or violence events, in which
the truth of what happened is critical to the general public and
for law enforcement to take action. Unlike videos captured by
fixed, calibrated surveillance cameras, consumer videos are
captured “in the wild” (i.e., at varying time, location, perspec-
tives, with different devices such as smart phones, watches
or camcorders.) These videos are noisy and sometimes with
low quality. In an unexpected violent event, people are of-
ten scared and the videos may be too blurry or shaky to see.
Useful information about the event may spread across differ-
ent time segments of different videos. Therefore, To properly
process and analyze a video collection, one main problem that
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must be solved is to synchronize these video and put them into
a global timeline.

Conventional approaches to synchronize two videos relies
on evaluation of similarity using visual features. For exam-
ple, [4] generated self-similarity matrix and [5] relied on a
trajectory feature set. However, these methods are only appli-
cable when the objects are within line-of-sight to both cam-
eras, which is an infeasible requirement for videos captured
at divergent locations and perspectives.

The broadcasting nature of sound wave makes audio fea-
tures better candidates. First introduced in [6], recent works
has shown great promise using audio fingerprinting tech-
niques [7, 8, 9]. These works suggested different landmark
feature extraction strategies that encode the audio into a rep-
resentation for matching. In [8], Schweiger et al. utilized
RANSAC-like methods to further improve the robustness.
However, these audio fingerprinting approaches are more fea-
sible for indoor scenario with only one high signal-to-noise
ratio source. Synchronization under the in-the-wild paradigm
is particularly challenging since: 1) The cameras may locate
far apart in space and be disjoint in time, and hence less
likely sharing the same audio environment. 2) Depending
on the locations of cameras and sound sources, cameras may
observe completely different audio patterns due to physical
broadcasting of sound waves (e.g. one camera close to the
sound source while the others are not) , which contradicts the
assumption in audio fingerprinting approaches. 3) Addition-
ally, noisy environment and differences in hardware shared by
users impair the recording quality and lead to inconsistencies
for pairwise matching.

For multiple videos matching, most previous methods
share a bottom-up framework: First matching single pairs
and then hierarchically merging into clusters until a global
alignment was reached. For example, in [10], pairwise cor-
relations are fist calculated and then iteratively merged into
larger groups via reversed-indexing correlation evaluation.
Similarly, [11] extended the work in [7] by applying a clus-
tering techniques to the pairwise match scores and grouping
video into coherent scenes. In [12], Kammer et al. pro-
posed using a minimum spanning tree to achieve global
alignment. However, all these grouping approaches are sensi-
tive to outliers which are common with multiple sources and
noisy environment. Also, erroneous grouping decision results
propagate through iterative grouping.
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Fig. 1. Pairwise Video Synchronization

In contrast to previous works, we consider the video in-
the-wild paradigm. We create clustered audio-signatures for
pairwise matching which is more robust to noise. To allevi-
ate the affect of outliers, we provide a general formulation
treating global synchronization problem as a regularized self-
paced learning problem [13]. This approach provides addi-
tional robustness to inevitable outliers by dynamically prun-
ing and grouping in each optimization iteration.

Our work has three major contributions. First, we pro-
pose a robust pairwise video synchronization method. Sec-
ond, we formulate and solve a general global alignment prob-
lem. Third, we create and provide a Boston marathon bomb-
ing dataset to encourage future study for synchronizing video
in the wild.

2. VIDEO SYNCHRONIZATION SYSTEM

Our video synchronization system operates in two stages. The
first stage is pairwise video synchronization. Our system finds
the best synchronization for each video to the others. Then in
the second stage, our system find the best global synchroniza-
tion among all the videos based on the pairwise alignment.

2.1. Pairwise Video Synchronization
Our pairwise synchronization system consists of four compo-
nents as shown in Figure 1.

Pre-processing and Feature Extraction. Since many
user-generated videos are edited before uploading to social
media, our system first chunk videos into time-continuous
segments based on the shot boundary detection. In an unex-
pected violent event, people are scared and the video quality
may be low and too blurry to see any useful visual evidence.
Therefore in this system we focus on the audio modality for
synchronization. We extract low-level audio features from the
audios, leaving out the videos with no sound.

Audio Temporal Signature Extraction. Most user-
generate videos are very noisy. In order to extract useful
audio signature at each given time frame, our system first
conducts an unsupervised clustering to get an audio signature
dictionary, and then assigns each time frame of the video
segments to the closest k centers.

Pariwise Matching Matrix Computing. After assigning
each time frame, our system computes the matching matrix
m,; for each video segment pairs v; and v;. Each element of
the matching matrix for each pair of video segments is calcu-
lated by a function m;} = p(v7, v%):
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where s € [1,¢;] and ¢ € [1, ¢;] give the time frame num-
ber of video segment v; and v;. v; is a vector of center num-
bers for the sth frame of v;. For each time frame in the video
segment pair, our system checks through the center number
vectors and adds a matching score p to m;} if the center num-
bers are the same. A visualization of the matching matrix 1,
is shown on the left in Figure 2, where blue color area indi-
cates that no value in both of the center number vectors of the
two video segments at a given time frame is matched, while
the color range from white to red shows the amount of the
matched center numbers.

Best Time-shift Calculation. After we compute the
matching matrix for each pair of video segments, the final
step is to find the probabilistic scores of how confidence each
pair of video segments is indeed aligned and the best time-
shift of the alignment between each pair. Each diagonal of
the matching matrix corresponds to a time-shift setting of the
video segment pair. To find the best time-shift between the
video segment pair, we sum up each diagonal’s value in the
matrix and put them into a matching histogram as shown on
the right in Figure 2, where the x axis corresponds to each
time-shift and the y axis corresponds to the summed val-
ues. Moreover, to encourage continuous signature matching,
we add a multiplier for continuous non-zero value sequence
when summing up along the diagonal. We get the best time-
shift from the diagonal with the highest value as shown in
the two graphs in Figure 2, where a black diagonal line that
corresponds to the peak in the matching histogram is drawn in
the matching matrix. Finally, the probabilistic score s, (%, j)
of local alignment between video segment v; and v; is calcu-
lated by the average of the maximum summed diagonal value
and how dominant the peak is.

2.2. Global Video Synchronization

Let A € RY*N denotes the global alignment matrix where
N is the number of video segments, A;; € [0,1] indicates
whether video segment ¢ and j are globally aligned. Let
f(i,7) and g(4, 5, A) denote the utility and penalty function
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respectively. The cost function for global video synchroniza-
tion is:

N N N N
E(AN) =Y ) Aijgli, g, A) =AY Y Aii f(i,5) )

i=1 j=1 i=1 j=1

where A can be viewed as a parameter controlling the learn-
ing rate when minimizing the cost function with the negative
l1-norm regularizer —||v|| = — vazl Zivzl A;; f(i,7) with
A;;f(i,j) > 0. The utility function f(z,j) models the re-
ward when (i, 7) are selected to be aligned. For the most pos-
sible time-shift 0,4, = maz~'s,(i, ) between i and j, a
simplest reward function is the bounded pairwise alignment
score: f(i,7) = min(Rmaz, So,,., (4,7)), where Ry, is the
maximum reward.

In Eq. 2, g(4, j, A) penalizes triplet contradiction in tem-
poral alignment. Conceptually, given the temporal locations
of aligned segments ¢, j and their time shift o;;. Contraction
happens if the locations of video k € A predicted by o, and
0,4, are not the same, which will be penalized by the squared
loss function [(.). An example design of ¢(4, j, A) can be:

Z l(max;jlk so(J, k) — maz;;C So(i, k) — maxo_s so(i,7)) (3)
kEA
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The complexity to search the solution for Eq. 2 is O(2V°).
To solve the optimization problem efficiently, one feasible ap-
proach is the alternative search strategy as in [14]. We sep-
arate the alignment matrix into an internal latent alignment
matrix A" as the parameters for penalty function and an-
other external alignment matrix A as the optimization target.
In each optimization iteration, we fixed one of them and up-
date the other until convergence (|| A" — A|| < ¢). The op-
timization problem become a iteratively solvable self-paced
learning problem [15] in the form of:

ming acmE(A AN) =
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Note that with the fixed A the optimum A* can be
can be easily calculated by:

&)
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A similar form holds while updating A" with fixed A.
Therefore, with the pairwise (local) alignments s, (¢, j), a fea-
sible global alignment for all videos can be achieved with the
following algorithm.

3. EXPERIMENTS

In this section, we show our system’s performance in both
local (pairwise) and global alighment experiments on the
Boston Marathon Dataset.

Algorithm 1 Global Alignment with Self-paced Learning

Input: The pairwise video matching score
Output: The alignment matrix A
I: Initialize A" =1, A = 0
2: repeat
3 Update A = argmin, IE(A, A(™) )\)
4 Update A" = argmin 5 (i, IE(A, A7) \(7))
5: until converge

3.1. Dataset Description

We collect a real-world event synchronization dataset “Boston
Marathon 2013”, in which two consecutive explosions hap-
pened on the sidewalk near the finish line of a traditional city
marathon in Boston in 2013. This event received widespread
international media attention and synchronizing videos of
such event is very useful to event reconstruction and analysis.
We constructed the queries “Boston marathon 2013 explo-
sion”, “Boston marathon 2013 bomb”, “Boston marathon
2013 after explosion”, “Boston marathon 2013 after bomb”
to crawl videos from Youtube and Dailymotion, two of the
most popular video sharing websites. We crawled the top
500 search results from each query on Youtube, and all the
search results from Dailymotion. We manually refined the
relevance of all the crawled search results by removing irrel-
evant videos, resulting in 347 relevant videos. The relevant
video is defined as on-site videos of the “Boston Marathon
2013” event. The dataset will be released to the public.

3.2. Local Alignment

3.2.1. Evaluation Metric
We introduce two granularities, video and frame, in evalua-
tion for the local alignment. The major challenge in evalu-
ation is that it is nearly impossible to manually label all the
synchronization ground truth on pairs as the cost is too high.

Video granularity: one pair is considered as correct if
the clips have an intersection on the timeline. We manually
verify the top predicted pairs rather than label all the ground
truth. The evaluation metric is average precision (AP). To
be specific, we adapt AP to truncated AP (t-AP) to handle
the incomplete ground truth issue. We verify the output from
high score to lower score until the precision on the verified
ones drops to 10%. We also report precision at top 100 video
pairs as an additional metric.

Frame granularity: we calculate the RMSE of the time-
shift (tf) only on the verified correct pairs in clip granualarity.

RMSE=( > (tf —t))?) (6)

pEcorrect pairs

1/2

, where tf is the ground truth time-shift, and tAf is the pre-
dicted time-shift.

Our verification interface is shown in Figure 3, where
each video pair is presented in parallel to the annotator and
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Fig. 3. Manual Verification Interface

the audio of the two videos are played separately through the
left and right channel. Noted the video pairs with identical
sound (e.g. with exact same music) are labeled as correct.

3.2.2. Local Alignment Experiments
In the local alignment experiments, we compare the perfor-

mance of three common low-level audio features and the tra-
ditional audio fingerprinting method [6]. The low-level fea-
tures includes: 1) MFCC: The MFCC features (13MFCC +
13delta +13ddelta) are computed every 25ms with 10ms shift.
2) Short-Time-Fourier-Transform (STFT): The STFT features
are computed every 16ms with 8ms shift. 3) Chroma: 12-
dimensional chroma features are calculated every 64ms with
10ms shift. The MFCC and Chroma features are calculated
using the openSmile toolkit [16]. We implement the tradi-
tional fingerprinting method (Audio Fingerprint) using the de-
javu package!. Experimental results are shown in Table 1.

Comparing the traditional audio fingerprint method to
our system, all three features show significant improvement
both on video-level and frame-level evaluations. As dis-
cussed in Section 1, the user-generated videos are very noisy.
While the audio fingerprint method has been proven useful
for music matching, it fails to find mutual acoustic evidence
among noisy videos. Comparing the three low-level features,
chroma-based system outperforms the others by a significant
margin, suggesting that chroma features are better for video
synchronization.

Table 1. Results of local video synchronization

Mehods p@100 | +-AP [ RMSE
Audio Fingerprint | 0.290 | 0.304 | 40.375
MFCC-Sync 0.730 | 0.690 | 0.575
STFT-Sync 0.740 | 0.754 | 4.851
Chroma-Sync 0.890 | 0.921 | 0.400

3.3. Global Alignment Experiments
In global alignment experiments, we sub-sampled 72 video

segments and manually labeled the global time. 40 segments
are alignable while the rest 32 are standalone. An alignment

Uhttps://github.com/worldveil/dejavu

Table 2. Results of global video synchronization
’ \ Precision \ Recall \ F1 ‘

uni-match top 5 0.518 0.126 | 0.203
uni-match top 15 0.481 0.348 | 0.406
bi-match top 5 0.566 0.176 | 0.269
bi-match top 15 0.526 0.345 | 0.417
proposed 0.763 0.374 | 0.502

is correct if the time difference to the ground truth is less than
100 ms. We use the best local synchronization result with
chroma features. The baseline methods build the global align-
ment considering top k uni/bi-directional matches and merge
them into aligned groups. Video ¢ and j are aligned if one(uni-
)/both(bi-) of them are in the top k ranked list of s, (%, j). The
evaluation metrics are precision, recall and F1 score.

Table 2 summarizes the global synchronization result.
The proposed methods achieved the best result since it min-
imizes triplet contradictions within the aligned set by dy-
namically merging and pruning alignment matrix (A) in
each iteration. For baseline methods, bi-directional matching
delivers better precision than uni-directional matching. How-
ever, from all the approaches, an improvement in recall is still
required for synchronizing video in the wild. The error anal-
ysis reveals that small groups are formed but the link between
groups are lost. Figure 4 shows the interface of our system
that visualizes the global alignment results. The complete
system will be released for other real world event analysis.

Fig. 4. Interface of our system and a global alignment result
for the bombing event in Boston Marathon. Each color bar is
associated with the video with the same frame color.

4. CONCLUSION

We presented a video synchronization system which aligns
multiple videos in the wild. For pairwise alignment, a robust
feature with clustered audio-signatures feasible is proposed
for noisy environment with multiple sound sources. Global
video synchronization is achieved via self-paced learning
which is robust against outliers in pairwise alignment. We
also established the Boston Marathon Dataset for studies in
event reconstruction and video synchronization.
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