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ABSTRACT

A high temporal resolution is desirable in many applications such as

entertainment systems, automotive systems, or video surveillance.

Apart from using cameras with a higher temporal resolution, it is

also possible to employ frame rate up-conversion methods to obtain

an enhanced temporal resolution. In principle, those algorithms can

be grouped into approaches that rely on a motion estimation and

approaches that do not. Both strategies typically process a video

sequence frame by frame and take into account only the directly ad-

jacent frames to compute the intermediate frame. In this paper, we

propose a frame rate up-conversion technique that employs a motion

compensated three-dimensional reconstruction algorithm. As a re-

sult, the proposed method takes into account more than two frames

and is capable of jointly reconstructing up to a certain amount of

missing frames in a video sequence. Furthermore, we present a

multi-layer consistency check to further improve the reconstruction.

On average, simulation results show a luminance PSNR gain com-

pared to a conventional frame rate up-conversion method of 0.5 dB.

Visual examples substantiate our objective results.

Index Terms— Temporal Resolution Enhancement, Video Pro-

cessing, Frame Rate Up-Conversion, Signal Extrapolation

1. INTRODUCTION

Increasing the temporal resolution is desirable in many applications.

In video surveillance, for instance, properly tracking fast moving

objects or people requires a high frame rate so that the tracking

algorithm can follow the objects. In entertainment systems, video

streams with a low temporal resolution need to be interpolated for

playback on a screen with a high refresh rate. One possibility to

obtain a higher temporal resolution is to use more expensive video

cameras that are capable of capturing a higher frame rate. How-

ever, this also limits the exposure time, possibly leading to darker

or more noisy images. Another approach is to apply frame rate up-

conversion (FRUC) methods. The concept of increasing the tempo-

ral resolution by a post processing step is similar to the task of spatial

resolution enhancement, where super-resolution methods are em-

ployed [1]. Basically, FRUC approaches can be divided into two cat-

egories: non-motion compensated methods and motion compensated

(MC) methods. While non-motion compensated FRUC approaches

are less computationally expensive compared to their motion com-

pensated counterpart, they also have an inferior performance regard-

ing reconstruction quality since they cannot properly deal with mo-

tion. On the other hand, a highly accurate motion estimation (ME)

is necessary so as to avoid the introduction of artifacts.

Numerous FRUC methods are proposed in the literature, ranging

from non-motion compensated approaches such as frame repetition,

linear averaging, or central weighted median [2] over simple MC

Fig. 1. Hole filling of the remaining missing pixels after motion

compensated FRUC. Conventional case (left) only makes use of a 2D

support, while the proposed case (right) makes use of a 3D support

incorporating more temporal information.

methods such as MC shifting, MC fetching, or MC linear averag-

ing [2] to more advanced methods as proposed in [3, 4, 5].

Both categories of FRUC approaches typically rely only on the

two directly adjacent, available frames and reconstruct a video se-

quence of higher frame rate in a frame by frame fashion. Using

only the two neighboring frames, however, provides a rather lim-

ited temporal support which may lead to an inferior reconstruction

quality and the frame by frame processing may yield temporally in-

consistent results. Furthermore, holes that remain in the intermediate

frame after the motion compensation step are typically reconstructed

by conventional two-dimensional interpolation techniques [6, 7, 8,

9]. However, these interpolation methods, only operate on the mo-

tion compensated intermediate frame and cannot incorporate sam-

ples from neighboring frames. Making use of a larger temporal sup-

port should prove advantageous due to the temporal correlation in

video sequences. In this paper, we therefore propose a novel mo-

tion compensated frame rate up-conversion method which employs

three-dimensional frequency selective extrapolation (3D-FSE) [10,

11] and a multi-layer consistency check. Fig. 1 shows the 2D support

for hole filling in conventional FRUC approaches (left) and the novel

3D support (right). While 3D-FSE allows for incorporating more

temporally adjacent frames into the reconstruction process, it also re-

constructs a certain amount of frames in the video sequence jointly.

The proposed additional multi-layer consistency check further im-

proves the reconstruction quality by providing adaptive weights for

the reconstruction. Comparisons between the different FRUC ap-

proaches show the benefit of the proposed technique.

The remainder of the paper is structured as follows. The ba-

sic concepts of FRUC are provided in Section 2. Section 3 presents

the proposed frame rate up-conversion method based on 3D-FSE to-

gether with the novel multi-layer consistency check. Subsequently,

simulation results are discussed in Section 4 and Section 5 concludes

this paper.
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Fig. 2. Proposed FRUC framework. The workflow can be grouped into three steps: a pairwise forward and backward motion estimation

(FW/BW-ME), a two-sided weighted motion compensation (MC) including a novel multi-layer consistency check (MLCC), and the 3D hole

filling. White denotes known samples, black missing ones, and green illustrates motion compensated samples from different layers.

2. TRADITIONAL FRAME RATE UP-CONVERSION

FRUC algorithms can be grouped into non-motion compensated and

motion compensated approaches. As the latter usually yields better

results, we focus on that class in this paper. Motion compensated

FRUC methods can be further divided into unilateral and bilateral

approaches [3]. For unilateral approaches, the motion estimation

provides motion vectors (MV) from the previous frame to the next

frame or vice versa. For bilateral approaches, the motion estima-

tion needs to provide MVs centered on the intermediate frame to be

reconstructed and symmetrically pointing to the previous and next

frame, respectively. A straightforward bilateral approach is motion

compensated linear averaging (MCLA) [2] which can be written as

ÎH[p, τ ] =
1

2

(

ÎH[p−
v

2
, τ−1] + ÎH[p+

v

2
, τ+1]

)

, (1)

where ÎH[p, τ ] is the intermediate frame at time τ to be recon-

structed in the video sequence with higher frame rate, ÎH[p, τ − 1]

is the previous available frame, and ÎH[p, τ+1] is the next available

frame. The pixel position is denoted by p = (m,n) and v is the

corresponding MV valid at time τ . The advantage of bilateral ap-

proaches is that they do not generate overlaps or holes in the images

that would need to be reconstructed afterwards. However, it is not an

easy task to estimate MVs at the intermediate frame and hence, bilat-

eral methods typically lead to inferior reconstruction results. On the

other hand, unilateral approaches can yield overlaps and holes which

need to be treated properly. The proposed method will be based on

a unilateral MC.

For the actual motion estimation, conventional block-based mo-

tion estimation techniques [12] or more advanced optical flow meth-

ods can be employed. In this paper, we rely on the dense optical flow

method proposed in [13, 14] for all FRUC methods. The following

section presents the novel frame rate up-conversion framework.

3. FRAME RATE UP-CONVERSION USING 3D-FSE

An overview of the proposed FRUC method is shown in Fig. 2 in

the form of a block diagram. The temporally low resolution video

sequence IL[p, 2t − 1] serves as input to the FRUC framework

which, in contrast to conventional FRUC approaches, processes the

complete video sequence jointly to obtain the final video sequence

of higher frame rate IH[p, t]. The proposed framework mainly

consists of three steps: a pairwise forward and backward ME, a

two-sided weighted MC including the novel multi-layer consistency

check (MLCC), and a hole filling process using a three-dimensional

reconstruction approach. After the first two steps, the motion com-

pensated sequence ÎH[p, t], which still contains holes, is obtained.

For the first step, the aforementioned optical flow method is used

in a pairwise manner between each available frame in IL[p, 2t−1]
both from the previous to the next frame (forward) and vice versa

(backward). The two MV fields are necessary for our chosen two-

sided weighted MC approach.

Two-sided Weighted Motion Compensation

The unilateral motion compensation that we use builds upon the

FRUC approach proposed in [3], but is extended towards subpixel

accuracy, makes use of MVs from an optical flow instead of a block

matching technique, and handles overlaps slightly differently. First,

a forward intermediate frame ÎH,fw is estimated as

ÎH,fw[p+
vfw

2
, τ ] =

1

2

(

ÎH[p, τ−1] + ÎH[p+vfw, τ+1]
)

, (2)

where vfw is the corresponding forward MV. If multiple trajectories

hit the same pixel in the intermediate frame, a weighted average of

these is computed. The weighting itself is based on the inverse sum

of squared differences (SSD). In [3], the overlaps are handled with

a partial average-based MC method, but according to the reported

results, both ways to deal with overlaps perform similarly. For the

actual subpixel handling, the frames are upsampled by the desired

accuracy and the MVs are assigned to the corresponding upsampled

block which is then shifted. After obtaining the forward estimate

ÎH,fw, the backward estimate ÎH,bw is calculated analogously. Fi-

nally, both estimations are combined according to

îH =















îH,fw+îH,bw

2
, if îH,fw 6= H ∧ îH,bw 6= H

îH,fw, if îH,fw 6= H ∧ îH,bw = H

îH,bw, if îH,fw = H ∧ îH,bw 6= H
H, otherwise,

(3)

where îH denotes a single pixel in ÎH[p, τ ] and H represents a hole

in the image. This process is repeated for all intermediate frames to

be reconstructed in the video sequence.

Multi-Layer Consistency Check

Before the actual two-sided weighted motion compensation is per-

formed, the available MVs from the forward and backward motion

estimation are cross-checked similarly to [15] so as to remove coarse

outliers. In general, each forward MV is followed to its destination

position and the closest backward MV is then retraced to its desti-

nation position. If the starting and destination position match, the

MV passed the cross-check. Instead of performing a hard cross-

check, we propose to employ a soft multi-layer consistency check in

1453



MC frame ÎH[p, τ ]:

MC pixels in layer 0

MC pixels in layer 1

MC pixels in layer 2

Missing pixels

Fig. 3. Exemplary illustration of the novel multi-layer consistency

check for three layers. The layers consist of all motion compensated

pixels whose corresponding MVs passed a certain consistency check

level. The higher the layer, the softer the cross-check.

this paper and assign specific weights for each layer which are then

passed to the hole filling algorithm. The concept of this MLCC tech-

nique is illustrated in Fig. 3 for three layers. The higher the layer,

the softer the cross-check and the smaller the weight assigned. For

example, the region corresponding to layer 0 depicts all motion com-

pensated pixels whose corresponding MVs passed the cross-check

with a maximum error of 0.5 pixel. The region corresponding to

layer 1 comprises all motion compensated pixels whose correspond-

ing MVs passed the cross-check with a maximum error of 1.5 pixel

and so on. Note that the layers are processed sequentially from low

to high, i. e., from a harder to a softer cross-check. Furthermore,

higher layers can only fill holes remaining from previous layers and

do not interfere with already motion compensated positions. All MC

pixels from layers l > 0 only serve as support for the hole filling

algorithm, but will be replaced by the generated model which is de-

scribed in the next section.

Hole Filling Using 3D-Frequency Selective Extrapolation

After the motion compensation, the remaining holes need to be filled

and the area made up by layers l>0 needs to be replaced for achiev-

ing a better reconstruction quality. To do so, we make use of fre-

quency selective extrapolation (FSE) [9, 16, 17] and extend it to also

cover MC pixels. FSE works in a blockwise manner; the area used

to reconstruct a block is called extrapolation area L. Fig. 4 shows

an exemplary 2D extrapolation area and its subsets. The currently

processed block of size b is marked in red and is surrounded by a

support margin of ds in each direction. All pixels inside L can be

divided into four classes: known pixels A (white), previously recon-

structed pixels R (blue), lost pixels B (black), and motion compen-

sated pixels M (green). Only pixels in B and M for l >0 are filled

or replaced by FSE, respectively. In general, FSE generates a sparse,

parametric signal model as a weighted superposition of Fourier basis

functions in an iterative way. For the 2D case, this can be written as

g2D[p] =
∑

(k,l)∈K

ĉ(k,l)ϕ(k,l)[p], (4)

where g2D[p] denotes the generated 2D signal model, the 2D Fourier

basis functions are denoted by ϕ(k,l), and ĉ(k,l) are the correspond-

ing estimated expansion coefficients. Moreover, the set of all itera-

tively chosen basis function is given by K. The basis function ϕ(k,l)

which minimizes the weighted residual energy is picked in each it-

eration. The corresponding weighting function wfse controls the in-

fluence of each sample on the model generation and can be written

as (5). The variables pc, ρ, δ, and δl represent the centroid of the cur-

rent block, the decay strength, the attenuation weight of previously

m

n

ds

ds

b

Extrapolation Area L:

Known Area A

Reconstructed Area R

Loss Area B

MC Area M

Inner Block

Fig. 4. Exemplary 2D extrapolation area L and its subsets.

Table 1. FSE parameter profiles for 2D/3D-FSE.

FSE parameter 2D-FSE 3D-FSE

Block / cube size b 4 4
Spatial border width ds 14 10
Temporal border width dt 0 4
FFT size 32 32
Number of iterations 100 500
Decay strength ρ 0.7 0.7
Attenuation weight δ 0.5 0.2
Weight for layer l δl 1/(l + 1)
Orthogonality correction γ 0.5 0.5

reconstructed samples, and the weight of each layer l, respectively.

We define δl such that the higher the layer, the less it influences the

actual reconstruction. For the computation of the centroid pc, both

the loss area B and the MC area M for l > 0 inside the inner block

are taken into account. As we want to make use of a larger temporal

support, we use 3D-FSE [10, 11] instead of 2D-FSE which generates

a 3D signal model g3D[p, t] and is a straightforward extension from

the 2D variant. Furthermore, we adapt the processing order to better

deal with the problem of FRUC such that cubes are processed in a

slicewise fashion starting with the slice containing the least missing

pixels.

wfse[p] =































ρ

∥

∥

∥p− pc

∥

∥

∥

2 , for p ∈ A

δρ

∥

∥

∥p− pc

∥

∥

∥

2 , for p ∈ R

δlδρ

∥

∥

∥p− pc

∥

∥

∥

2 , for p ∈ M

0, otherwise.

(5)

4. SIMULATION RESULTS

In this section, the proposed motion compensated FRUC approach

using 3D-FSE and the novel MLCC is analyzed with regard to re-

construction quality. The resulting frames of the video sequences are

evaluated both visually and objectively using the luminance PSNR.

All tests were conducted on the eight video sequences BQSquare and

BlowingBubbles (416×240); BQMall, PartyScene, BasketballDrill,

and RaceHorses (832×480); and panslow and spincalendar (1280×
720). For the purpose of simulation, the first 101 frames of each se-

quence were used and every other frame was dropped so as to realize

a lower temporal resolution. The PSNR was then evaluated for the

50 reconstructed frames. For the optical flow computation, the de-

fault parameters were selected. The parameters for both the 2D-FSE

and 3D-FSE can be found in Table 1. Note that for 2D-FSE, all MC

pixels are assigned to the set A, i. e., set M is only used for 3D-FSE.

In the following, the seven compared FRUC approaches are

listed. The first three approaches operate in a frame by frame
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Table 2. Average PSNRY results (in dB) for a temporal resolution enhancement by a factor of 2.

Sequence MCLA MC-2FSE MC-2FSE-XC 3FSE MC-3FSE MC-3FSE-XC MC-3FSE-XC12

(416× 240) BQSquare 33.48 36.13 35.39 21.58 36.26 36.42 36.52

BlowingBubbles 32.55 33.41 32.28 21.83 33.45 33.59 33.73

(832× 480) BQMall 31.21 31.32 28.84 17.72 31.38 32.36 32.45

PartyScene 29.03 29.51 27.56 19.55 29.55 29.83 30.14

BasketballDrill 30.29 30.42 25.88 19.55 30.44 29.45 30.72

RaceHorses 26.36 26.60 23.94 15.60 26.62 26.11 27.07

(1280× 720) panslow 37.09 37.48 36.93 27.32 37.48 37.53 37.53

spincalendar 33.92 34.76 31.89 21.98 34.76 35.93 35.43

Average Gain – 0.71 −1.40 −11.10 0.75 0.91 1.20
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34.63 dB 35.37 dB 22.16 dB 36.13 dB

Fig. 5. Visual quality comparison of image detail examples for two different sequences using an upscaling of factor 2. Areas of interest are

highlighted in red (best viewed enlarged on screen).

fashion and are: MCLA [2]; MC-2FSE, which corresponds to the

approach from [3] but is extended by a subpixel-accurate motion

compensation and uses 2D-FSE instead of the intra-predicted hole

interpolation to provide a fairer comparison to the 3D-FSE-based

methods; and MC-2FSE-XC, which is a variant of the latter per-

forming an additional hard cross-check as described in [15]. The

other four approaches reconstruct a certain amount of frames in the

video sequence jointly and are: non-motion compensated 3D-FSE

(3FSE), which is a straightforward application of 3D-FSE as men-

tioned in [10] with a centroid adaptation and a modified processing

order; the proposed FRUC method without MLCC (MC-3FSE);

the proposed FRUC method with just one cross-check layer (MC-

3FSE-XC); and the proposed FRUC method with twelve layers

(MC-3FSE-XC12). Note that the twelfth layer is a special case

where all remaining MVs with an error of larger than 10.5 pixels

are used to calculate a last MC layer. This last layer is assigned one

common weight no matter the related MV error.

The corresponding average luminance PSNR values are listed

in Table 2 together with the average gain compared to MCLA. It is

evident that a cross-check in the case of 2D reconstruction is rather

counterproductive, as it yields larger holes that need to be filled with-

out any guidance from previous or next temporal frames. Further-

more, the results show that using 3D-FSE without any motion com-

pensation is also not helpful although an enlarged temporal support

is available. Applying a cross-check for the 3D approaches is ad-

vantageous in contrast to the 2D case since larger holes can be better

filled due to the 3D support. Finally, it is apparent that incorporat-

ing the proposed MLCC with twelve layers gives the best results

overall. Only for the sequence spincalendar, the performance with

MLCC is worse. The reason for that are the highly periodic struc-

tures for which additional slightly incorrect support is not helpful.

Compared to the best 2D approach, i. e., MC-2FSE, the proposed

MC-3FSE-XC12 achieves an average gain of 0.5 dB. To substantiate

the discussed objective quality results, visual examples are shown in

Fig. 5 for four selected FRUC approaches and two video sequences.

It is obvious that the proposed MC-3FSE-XC12 approach can suc-

cessfully preserve the details in the clock (top) and reduce artifacts

in periodic structures (bottom).

5. CONCLUSION

In this paper, a motion compensated FRUC approach based on three-

dimensional frequency selective extrapolation was proposed. While

conventional frame rate up-conversion methods rely only on the two

adjacent frames and perform the reconstruction frame by frame, our

approach is capable of incorporating more than two adjacent frames

into the reconstruction process and jointly fills holes in the video

sequence. Taking more than two frames into account for the recon-

struction is advantageous as a larger support is available for the ac-

tual hole filling step which in turn leads to better results. Addition-

ally, a multi-layer consistency check was presented that is capable of

further increasing the reconstruction quality. Our proposed method

was evaluated on real video sequences for an upscaling factor of 2. It

was shown that our approach achieves an average gain in luminance

PSNR of 0.5 dB over a conventional FRUC technique. According

to the visual findings, the proposed method can successfully reduce

artifacts. Future work will include employing a volume alignment

to the FRUC approach as previously proposed for error concealment

and evaluating the framework on compressed data.
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