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ABSTRACT
We propose a new skin detection method based on multi-
seeds propagation in a multi-layer graph representation of an
image. Initially, some of nodes in the graph are set to be fore-
ground or background seeds based on a simple Bayesian skin
detector, and they are propagated through the graph to find
the skin probability in the manner of semi-supervised learn-
ing. The graph is designed to consider not only local and
global coherence but also to consider the color consistency
by constructing a multilayer graph of image and cluster lay-
ers. Extensive experiments on several datasets are conducted,
which demonstrate that our method outperforms the existing
methods in terms of various quantitative measures, such as
accuracy, precision, recall and F-measure.

Index Terms— skin detection, multi-layer graph, seed
propagation

1. INTRODUCTION

Skin detection is still regarded as a difficult problem due to il-
lumination variations, skin color variations according to race
and makeup, and the overlap between skin and non-skin pix-
els in the color space. We focus on the third problem in this
paper by exploiting the spatial relationship of the regions. The
proposed method is based on graph representation of an im-
age, where the graph is composed of two layers. One layer
consists of image nodes which will be called image layer,
where each node is a region of an over-segmented image.
The other layer is called cluster layer, where the nodes are
the clusters of image nodes according to their color similar-
ity. The nodes in the image layer are connected according to
their spatial connectivity, and they are also indirectly linked
to the cluster layer according to color similarity regardless of
spatial distance. The graph is learned by propagating pre-
defined seeds over the whole nodes of graph [1], where we
define two types of seeds in our problem, i.e., skin and non-
skin (background) seed. Each kind of seed is separately prop-
agated through the graph and a skin probability map is gener-
ated by combining the results of each propagation.

The contributions of the proposed method are summa-
rized as: 1) introducing a method that links the spatial and
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color information in a unified framework to maintain color
and spatial coherence together, 2) exploiting non-skin seeds
along with skin seeds to effectively suppress background re-
gions.

2. RELATED WORKS

The simplest skin detection method may be to set a thresh-
old or hyperplane that discriminates color features of skin
in a certain color space [2, 3]. There are also parameteric
[4–6] and non-parameteric modeling [7, 8] of skin regions,
which usually show higher accuracy than the threshold meth-
ods. However, all of these methods are still sensitive to illumi-
nation changes, ethnic groups and training data. Hence, adap-
tive skin models have been proposed to overcome this prob-
lem. Specifically, Zhu et al. proposed a two-stage skin detec-
tion method that extracts skin pixels by a classical method at
first, and then adaptively learns a Gaussian mixture model [9].
An illumination adaptation method was also proposed in [10],
and there are also some methods that find skin region by us-
ing human-related features [11, 12]. There is also a fusion
method combining a dynamic threshold and a single Gaus-
sian model [13], and a method based on a luminance adaptive
color channel [14].

Recently, some researchers have focused on the spatial
relation of skin pixels along with the skin colors. For exam-
ple, a controlled diffusion method was used to transfer the
skin probability of pixels to its neighbors in [15]. The method
that propagates skin seeds based on the distance transform
was proposed by [16], and they also modified their previ-
ous method by introducing a texture based seed extraction
scheme [17]. Considering the spatial relations have con-
tributed to overcome the problems of overlapping skin and
detecting non-skin pixels on the color spaces in a certain
extent.

3. PROPOSED METHOD

The proposed method is consisted of 5 steps: preprocessing
for image segmentation and initial skin probability computa-
tion, graph construction, multi seed extraction, seed propaga-
tion, and region to pixel refinement.
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3.1. Preprocessing

3.1.1. Bayesian Skin Probability

We employ the Bayesian skin color classifier [7] to extract
the initial skin seeds. To be precise, we build two histograms
of 64 × 64 × 64 bins referring to [17], each of which re-
spectively represents skin or non-skin histogram from a large
training dataset. The histograms are normalized in order to
make the sum of each histogram becomes 1, which is given
by P (c|S) and P (c|N) for skin and non-skin respectively.
Assuming that the presence of skin and non-skin pixels is
identical (P (S) = P (N) = 0.5), the Bayesian probability
comes as:

P (S|c) = P (c|S)P (S)

P (c|S)P (S) + P (c|N)P (N)

=
P (c|S)

P (c|S) + P (c|N)
.

(1)

A look-up table for skin probability is obtained from the
above equation, and we generate the initial skin probability
map (iSPM).

3.1.2. Image Segmentation

An image is divided into over-segmented regions based on the
SLIC algorithm [18]. The set of over-segmented regions are
denoted as V I = {vIi }Ni=1 where N is the number of seg-
ments, and each region is described by two types of features:
color and initial skin probability of the region denoted as xi:
Lab mean color vector obtained by averaging color vectors
of all pixels belonging to vIi , and pi: mean skin probability
obtained by averaging iSPM of all pixels belonging to vIi .

3.2. Graph Construction

A graph for our problem is constructed with a set of nodes V
and a set of edges E, which is denoted as G = (V,E). We
construct a two layer graph (image layer and cluster layer)
where each layer has different type of node from the other,
denoted as V = {V I , V C} where V I is the node in the image
layer defined in the above subsection and V C is the node in
the cluster layer. Fig. 1 is the illustration of the proposed
multilayer graph, which shows that the first layer is the image
layer whose node is over-segmented region and the second
layer has the nodes as the cluster of these regions.

As we have two layer graph, there are three types of
edges connecting the nodes inside and inter layers, denoted
as E = {EI , EC , EV C}, which are the edges connecting the
nodes inside the image nodes, inside the cluster nodes and
between the image and cluster nodes respectively. We design
the graphs for image and cluster layers separately, and then
connect them with EV C .

The nodes of the first layer are connected to their neigh-
bors with weights defined as:

wI
ij = exp(−(|pi − pj|2)/σ2

p), (2)

Cluster Layer

Image Layer

Fig. 1: Illustration of the proposed graph for skin detection. It
also shows inter graph connection that the nodes in the image
layer are connected with a node in the cluster layer with the
highest color similarity (blue dot lines).

where σp is a control parameter for intra node affinity. As
in [19], the σp is designed to be adjusted according to the
input image statistics, which is defined as:

σp =

√√√√ 1

|EI |
∑

eij∈EI

(pi − pj)
2
, (3)

where
∣∣EI

∣∣ is the number of intra edges. In the proposed
method, we link the edges by measuring the similarities of
skin probability between them, while other methods including
[19, 20] connect the edges according to color affinity. From
the skin probability weights of edges, an affinity matrix WI

is constructed whose (i, j)-th element is the weight between
the i-th and j-th node, defined as:

(WI)i,j =

{
wI

ij , if i ∈ Qj ,
0, otherwise,

(4)

where Qj is a set of neighbor nodes for vIi , which implies that
the nodes in the image layer are sparsely connected to only its
neighbors.

For the construction of cluster layer graph, we first cate-
gorize the image nodes into some groups using K-means clus-
tering algorithm from color feature xi. We define this cluster
as a node in the cluster layer denoted as vCi , and define the set
of these nodes as V C = {vCi }Ki=1, where K is the number of
clusters. We also define the centroid of the i-th cluster as the
average of all color vectors of the image nodes belonging to
the cluster, which is denoted as ci. The affinity for intra clus-
ter graph is defined as the similarity between the centroids of
clusters which is written as:

wC
ij = exp(−‖ci − cj‖ /σc), (5)

where σc is a control parameter for the similarity, which is
a fixed value unlike the image graph case, because there is
no sufficient connections between the clusters for computing
statistics. The affinity matrix WC is constructed such that its
(i, j)-th element is the affinity between i-th and j-th node:

(WC)i,j =

{
wC

ij , if i ∈ k-NN(j) or j ∈ k-NN(i),
0, otherwise, (6)
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where the k-NN(j) and k-NN(i) are the k-nearest neighbors
for the nodes vCj and vCi , which means that it is also con-
structed by linking the nodes sparsely to their neighbors in
the Lab color space.

We now build an integrated graph that links the image
layer graph and the cluster layer graph in the form of a multi-
layer graph. That is, the nodes in the two graphs are connected
by the inter-edges. The similarity between an image node and
a cluster node is similarly defined as eq. (5), which is written
as:

wIC
ij = exp(−‖xi − cj‖ /σc), (7)

where σc is a color control parameter for the inter cluster sim-
ilarity. In the proposed method, each image node is connected
to only one cluster node and thus the (i, j)-th element of the
affinity matrix WIC is represented as:

(WIC)i,j =

{
wIC

ij , if i ∈ Cj ,
0, otherwise, (8)

where Cj is a set of image layer nodes included in the cluster,
vCj . Finally, the overall graph representation using an affinity
matrix can be expressed as a block-wise matrix form:

W =

[
WI WIC

WCI WC

]
, (9)

where WCI is the transpose of WIC .

3.3. Skin and Background Seed Selection

For the semi-supervised learning [1], it is needed to select
the seeds whose labels are known from a simple preceding
classification process or from some assumptions and/or prior
knowledge. In the proposed method, we select skin seeds as
a set of nodes with high iSPM, and the non-skin seeds as
a set of nodes adjacent to image boundaries as well as the
ones with low iSPM. Specifically, K-means clustering is con-
ducted to make three groups of nodes, based on the features
as a set of skin probability, {pi}Ni=1 of all nodes. Then, there
are three clusters whose centroids represent the skin proba-
bility of clusters. We select the nodes belonging to a cluster
that is the most skin-probable as the skin seeds, excluding the
ones that are located at image boundaries. In the case of non-
skin seeds, among the nodes on the image boundary, we select
the ones which belong to the cluster which is the least skin-
probable (among the three clusters stated above). The skin
and the non-skin seeds are notated as ŷS and ŷB respectively.

3.4. Skin Detection via Semi-supervised Learning

Referring to [1], a matrix for the semi-supervised learning is
defined as:

WL = (1− α) (D− αW)
−1

, (10)

where α is a regularization control parameter, and D is the
degree matrix of W where each diagonal entry is a row sum

of W. As a result, WL becomes a fully connected graph even
though we connect the edges sparsely in W.

We conduct the propagation based on the graph (WL)
along with both skin seeds (yS) and background seeds (yB).
It is necessary that the seed vectors are zero-padded to adjust
its size, because the graph is composed of image nodes and
cluster nodes, while there are only image nodes for the seed
vectors, which is given by ŷS and ŷB respectively. Then,
scores of being a skin node and being a non-skin are com-
puted by propagating both seeds to all the nodes which is
simply defined as:

f̂S = WLŷS , (11)

f̂B = WLŷB, (12)

which are interpreted as the overall affinities to the skin and
the background seeds respectively. We define the skin proba-
bility using these scores as in [19], which is written as:

p̂S = (̂fS − f̂B)./(̂fS + f̂B), (13)

where the ./ is a element-wise division operator. Then, skin
probability for the region, vIi , which is the i-th element of p̂S ,
is notated as P (vIi ).

3.5. Pixel-wise Refinement

From the above procedures, we get the SPM for the segments,
not for the pixels itself. Since the segmentation algorithm
is not perfect, the segmented regions sometimes contain the
pixels which are much different from the others in the same
segment. To alleviate this problem, we devise a region (over-
segment) to pixel similarity measure as a pixel-wise refine-
ment step which plays a role in suppressing the small non-
skin pixels included in skin regions. It is defined with color
distance between a region and a pixel as

P (xp
i |vIj ) = exp

(
−‖xp

i − xj‖2 /σ2
r

)
, (14)

where xp
i is a color vector for the i-th pixel and σr is a control

parameter for the refinement. Pixel-wise skin probability is
computed from the above equation and P (vIj ) as

P (xp
i ) = P (xp

i |vIj ) · P (vIj ). (15)

4. EXPERIMENTS

4.1. Experiment Setup

The number of over-segmented regions is set to 250, and the
K used in K-means clustering for cluster nodes is 50, while
the number of nearest neighbors used for connecting the clus-
ter layer is set to 5. We set the control parameters for the clus-
ter affinity (σc) and refinement (σ2

r ) to 0.05 and 0.1 respec-
tively. As in [1], the regularization control parameter, α, is set
to 0.99. The Bayesian skin classifier was trained from 2, 000
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Fig. 2: Comparison of PR curves on ECU, HGR and
Pratheepan datasets (from left to right).
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Fig. 3: Comparison of ROC curves on ECU, HGR and
Pratheepan datasets (from left to right).

Table 1: Evaluation on ECU and HGR datasets at peak F-
measure.

Methods
ECU dataset [21] HGR dataset [16, 17]

Accuracy Precision Recall F-measure Accuracy Precision Recall F-measure

Bayesian [7] 0.8910 0.7292 0.8220 0.7728 0.9598 0.9447 0.9152 0.9297

FPSD [16] 0.9106 0.7948 0.8534 0.8231 0.9610 0.9348 0.9458 0.9403

DSPF [17] 0.9190 0.7713 0.8864 0.8249 0.9701 0.9494 0.9437 0.9465

Proposed 0.9306 0.8085 0.8805 0.8430 0.9735 0.9593 0.9517 0.9555

images among ECU dataset [21] which consists of 4, 000 im-
ages. We evaluate the performance of our algorithm on three
datasets: ECU [21], HGR [17] and Pratheepan [22]. For
the evaluation, we adopt precision-recall curves (PR curves)
and receiver operating characteristic curves (ROC curves) for
overall performance comparison. In addition, we validate the
performance of binarized skin maps with four statistics: Ac-
curacy, Precision, Recall and F-measure in a fixed threshold
which maximizes the F-measure of each method.

4.2. Comparison with Other Methods

The proposed method is compared with other methods:
Bayesian [7], FPSD [16], DSPF [17], FSD [13] and LASD
[14]. The overall performance of the compared methods are
plotted on PR curves and ROC curves in Fig. 2 and 3 re-

Table 2: Evaluation on the Pratheepan dataset [22].

Methods Accuracy Precision Recall F-measure

Bayesian [7] 0.8237 0.6881 0.8972 0.7788

FSD [13] 0.8255 0.8077 0.6851 0.7414

LASD [14] 0.8361 0.7954 0.8275 0.8111

FPSD [16] 0.8419 0.7387 0.8991 0.8070

DSPF [17] 0.8521 0.7543 0.8436 0.7964

Proposed 0.8782 0.7659 0.9328 0.8412

Fig. 4: Visual comparison with other methods on the HGR
dataset: (from left to right) input, Bayesian, FPSD, DSPF,
FSD, LASD, proposed and ground truth images.

spectively. It shows that our method provides more accurate
results in most cases.

In addition, we investigate the quality of binary skin maps
by applying a threshold. The threshold for each method
is selected such that it maximizes the F-measure, which
means that the classification is well-balanced in terms of
precision and recall measures. It is shown in Table 1 that
our method also shows better performance in most mea-
sures on the ECU and the HGR datasets. Our method
is also compared with FSD and LASD along with other
methods on the Pratheepan dataset as shown in Table. 2.
Visual comparison is also presented in Fig. 4, and addi-
tional results and binary executables are publicly avaiable at
http://ispl.snu.ac.kr/terryoo/skin detection .

5. CONCLUSION

We have proposed a new skin detection method based on the
multi-layer graph representation of an image and multi-seed
propagation over the graph. The input image is represented
by a two-layer graph, where the nodes in the first layer are the
over-segmented regions and the nodes in the second are the
clusters of these segments. We design the graph in such a way
that the connectivities of nodes represent the color similarity
and also the spatial relationship. Experiments show that the
proposed method performs better than others even though we
do not use texture based seed extraction or facial detectors.
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compared to state-of-the-art superpixel methods,” IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, vol. 34,
no. 11, pp. 2274–2282, Nov. 2012.

[19] Insung Hwang, Sang Hwa Lee, Jae Sung Park, and Nam Ik
Cho, “Saliency detection based on seed propagation in a mul-
tilayer graph,” Multimedia Tools and Applications, pp. 1–19,
2016.

[20] Chuan Yang, Lihe Zhang, Huchuan Lu, Xiang Ruan, and
Ming-Hsuan Yang, “Saliency detection via graph-based man-
ifold ranking,” in IEEE Conference on Computer Vision and
Pattern Recognition, 2013, pp. 3166–3173.

[21] Son Lam Phung, Abdesselam Bouzerdoum, and Douglas Chai,
“Skin segmentation using color pixel classification: analysis
and comparison,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 27, no. 1, pp. 148–154, 2005.

[22] Pratheepan Yogarajah, Joan Condell, Kevin Curran, Abbas
Cheddad, and Paul McKevitt, “A dynamic threshold approach
for skin segmentation in color images,” in IEEE International
Conference on Image Processing, 2010, pp. 2225–2228.

1277


