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ABSTRACT 

 
Facial expression recognition is increasingly gaining 

importance in emerging affective computing applications. In 

practice, achieving accurate facial expression recognition is 

still challenging due to environmental variations. In this 

paper, we propose a color channel-wise recurrent facial 

feature learning. The proposed method adopts recurrent 

neural network to learn expression features sequentially 

along color channels. The proposed network preserves 

discriminative expression feature through a long short-term 

memory for the sequence of color spatial features. 

Comprehensive experiments have been conducted on the 

publically available CMU Multi-PIE dataset under 

illumination variations. Experimental results showed that the 

proposed method achieved higher recognition rates compared 

to the state-of-the-art methods. 

 

 

Index Terms— Facial expression recognition (FER), 

facial expression features, deep learning, color channel 

sequencing 

 

1. INTORDUCTION 

 

Automatic facial expression recognition (FER) has been an 

interesting research topic in the area of the affective 

computing including human emotion analysis and human-

computer interaction (HCI) [1-3]. Nonetheless, achieving 

accurate FER is still a challenging problem. It is mainly 

attributed to the illumination variation which causes 

degradations in acquired image [4,5].  

While many research efforts have been devoted to explore 

FER, most of previous works have adopted hand-crafted 

texture features extracted from local patches [6-9]. 

Meanwhile, color information has been used to improve 

recognition rate: [10] used color local texture features. [11] 

proposed the fusion of color channels in global image and 

local patches. [12] and [13] showed that optimal color 

channels would be different according to applications. [14] 

proposed optimally combined features from multiple color 

channels to improve recognition performances. In combining 

multiple color channels, most previous works adopted 

                                                 
* Corresponding author (ymro@kaist.ac.kr) 

weighted fusion or color channel selection based on 

discriminative power of each color channel [14, 15]. In those 

deterministic methods like weighted fusion and color channel 

selection, latent features from low weight or not selected 

color channels could be ignored.  

In this paper, we propose a color channel-wise recurrent 

feature learning for FER. The proposed method is devised to 

extract latent information resided in all color channels. For 

this purpose, long short-term memory (LSTM) for color 

channel sequence is proposed. Color channels are sequenced 

in descending order along the discriminability of color 

channel measured by convolutional neural network (CNN) 

[16] and t-distributed stochastic neighbor embedding (t-SNE) 

[17]. Then, CNN features obtained from the sequenced color 

channels are fed to the LSTM. From the sequence of spatial 

features of color channels, the LSTM stores facial color-

texture information to the memory cell controlled by three 

gates (i.e., input, forget, and output gates [18]). The three 

gates enable the LSTM to preserve expression information in 

discriminative color channels through the sequence of CNN 

features. To the best of our knowledge, this work is the first 

attempt to devise an effective latent feature representation 

using recurrent neural network to learn color channel patterns. 

Comprehensive experiments have been conducted on the 

publically available CMU Multi-PIE expression dataset [5]. 

Experimental results showed that the proposed method 

achieved higher recognition rates compared to the state-of-

the-art methods. 

The remainder of this paper is organized as follows. 

Section 2 details the proposed method. In Section 3, the 

comparative experimental results of the proposed method are 

presented. Finally, conclusions are drawn in Section 4. 

 

  2. PROPOSED FACIAL EXPRESSION 

RECOGNITION WITH COLOR CHANNEL-WISE 

LSTM 

 

Fig. 1 represents the proposed FER framework, which is 

mainly composed of three parts: 1) channel-wise spatial 

coding with CNN, 2) color channel-spatial feature 

sequencing, and 3) LSTMs to learn expression features along 

color channels. The details of each step of the proposed 

method are described in the following subsections.  
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Fig. 2. Examples of color channels of five color spaces. 

 

 

2.1. Channel-wise spatial coding 

 

Given an input RGB face image, multiple color channels are 

generated. In this paper, five different color spaces are used 

(i.e., RGB, YCbCr, xyz, rgb and YIQ) as shown in Fig. 2. To 

encode spatial information (i.e., texture) of each color 

channel, CNN is utilized. The CNN is comprised of an input 

layer of size 64x64 pixels, three convolutional layers of 

kernel size 3x3 and the number of kernel is 32, 64, and 64, 

respectively. Each convolutional layer is followed by a max 

pooling layer of kernel size 3x3 with stride 2. Lastly, two 

fully connected layers with 1024 units are used. In this paper, 

a single CNN model is learned, which shares trainable 

weights across all color channel images. 

 

2.2. Color channel-spatial feature sequencing 

 

It is known that order of input in LSTM is important for 

resultant performance [19]. In this paper, we propose 

discriminability-ordered sequencing. The color channel-

spatial features are sequenced based on their discriminability  

  
(a) (b) 

Fig. 3. t-SNE visualization of spatial features extracted from all 

channel images. Color in (a) represents the expression and (b) 

represents the color channels. 

 

with respective to facial expression recognition. To 

discriminate the features, t-SNE is employed which is a 

dimension reduction method based on Euclidian distance 

between each feature pair.  

Fig. 3 shows the t-SNE visualization of CNN spatial 

features extracted from all channel images. Colors in the 

figure represent the facial expressions in Fig. 3(a), and the 

color channels in Fig. 3(b), respectively. As shown in the 

figure, different color channels have different 

discriminability with respective to facial expressions (Fig. 

3(b)). Specifically, the color channels whose samples are 

located on inner regions in Fig. 3(b) have low discriminability 

because distances between different expressions are close to 

each other. On the contrary, color channels whose samples 

are located on outer regions have high discriminability. 

Based on the aforementioned observation, color channel-

spatial feature sequencing is proposed. The detail is shown in 

the Algorithm 1. The spatial features, which are extracted 

from CNNs with color channels, are used for the sequencing. 

In the first step, dimension-reduced features are 

calculated by t-SNE. Then, color channel distances from the 

global mean are calculated. Finally, the sequencing of color 

channels is found by sorting the color channel distances in 

descending order.  

 

 

 

Fig. 1. A block diagram of proposed method.  
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In this paper, the sequencing of color channels found by 

the Algorithm 1 is [B-G-Y-R-I-Cr-Q-g-r-z-b-y-Cb] from the 

most discriminative color channel to the least discriminative 

color channel. Fig. 4(b) shows t-SNE visualization of spatial 

discriminative color channel. The figure represents that the 

proposed method successfully orders color channels based on 

the discriminability of color channels. Fig. 5 shows examples 

of color channel images sequenced by the proposed method. 

 

2.3. LSTMs to learn expression features along color 

channels 

 

Color-texture information that resides along the sequenced 

color channel-wise spatial features are consequently learned 

by using LSTM. From the sequenced color channel-wise 

spatial features, the LSTM stores facial color-texture 

information to the memory cell controlled by three gates (i.e., 

input, forget, output gates [18]). The three gates enable the 

LSTM to preserve information in discriminative color 

channel through the sequence of features. The depth of LSTM 

structure in this paper has two layers, where each layer 

contains 512 hidden units. 

 

 

3. EXPERIMENTS AND DISCUSSION 

 

3.1 Experimental conditions  

 

We performed experiments to verify the proposed method.  

In experiments, a subset of CMU Multi-PIE dataset [5] 

composed of 961 images under illumination variations was 

used, where frontal facial images of randomly selected 100 

subjects were used. Each facial  

image was labeled with one of the six expressions (i.e., 

neutral, smile, surprise, squint, disgust, and scream). The face 

images were cropped and resized to 64x64 pixels. 

The evaluations in experimental results were conducted 

with a five-fold cross validation, such that the facial images 

of test subject were excluded from the training set. For each 

fold, CNN and LSTM were trained on the training set. Then 

the independent testing set was tested by the trained models. 

This process was repeated for each fold so that testing was 

performed at least once for each fold. After the five-fold cross 

validation, the recognition rate was calculated by averaging 

recognition rates of five folds. 

 

3.2. Effectiveness of the proposed FER method 

 

Table 1 shows the recognition rate of the proposed FER on 

the CMU Multi-PIE dataset. Comparative results are shown 

with the state-of-the-art methods as well. For the comparison, 

hand-crafted features and sparse representation based 

classifier (SRC) [20] were used. In addition, conventional 

CNN with RGB image was also evaluated. For this purpose, 

a softmax classification layer was attached to the spatial 

coding network in CNN and input layer was RGB image. As 

shown in Table 1, the proposed method clearly outperformed 

existing state-of-the-art methods and the conventional CNN 

methods with the same dataset. The result indicates that the 

proposed method could improve the recognition rate by 

effectively encoding patterns with multiple color channels. 

 

Algorithm 1. Proposed color-sequencing with t-SNE analysis 

Input :  

- Number of input channels Nc 

- Input feature set, 𝑿 = {𝑥1
1, 𝑥2

1, … , 𝑥𝑗
1, 𝑥1

2, 𝑥2
2, … , 𝑥𝑗

2, … , 𝑥𝑗
𝑁𝑐}  

where j is the number of face images  

- Number of iterations T, learning rate 𝜂, momentum 𝛼 

Output :  
- Index of sequenced color channels O 

Begin: 

-

 Calculate dimension reduced feature set Y = tSNE(𝑿, T, 𝜂, 𝛼)  

where  𝒀 = {𝑦1
1 , 𝑦2

1 , … , 𝑦𝑗
1, 𝑦1

2, 𝑦2
2, … , 𝑦𝑗

2, … , 𝑦𝑗
𝑁𝑐} 

- Calculate color channel distance from global mean D = {d1, 

 …, dk, …, dNc} where dk is calculated as follows: 

𝑑𝑘 =  
∑ 𝑑𝑖𝑠𝑡(𝑦𝑙

𝑘 , 𝑚𝑒𝑎𝑛(𝑌))
𝑙𝑒𝑛(𝑦𝑘)
𝑙=1

𝑙𝑒𝑛(𝑦𝑘)
 

 

- Initialize index of sequenced color channels }{O  

For i=1 to 𝑁𝑐 do 

- 𝑜𝑖 = arg max
𝑘

𝑑𝑘 

- 𝐃 = 𝐃 − {𝑑𝑜𝑖
} 

End 

End 

  
(a) (b) 

Fig. 4. t-SNE visualization of spatial features extracted from (a) 

Cb channel images (least discriminative color channel) and (b) B 

channel images (most discriminative color channel) in training set. 

Color represents the expression of samples. 

 

 

 

Fig. 5. Color channel images sequenced by the proposed color-

sequencing. The channels are sequenced from the most 

discriminative channel to the least discriminative channel. Each 

row shows images of different subject.  
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Table 2. Recognition rate with different color channel sequencing. 

Used 

color-

spaces 

Recognition rate (%) 

Proposed 

sequencing 

Random order 

1 

Random order 

2 

RGB 80.33 - - 

+YCbCr 80.54 79.71 79.60 

+xyz 83.76 81.38 83.04 

+rgb 83.87 83.35 83.66 

+IQ 85.74 84.81 84.60 

 

3.3. Effectiveness of the proposed color channel-spatial 

feature sequencing 

 

In this experiment, the effectiveness of the proposed color 

channel-spatial feature sequencing was evaluated. In the 

evaluation, different color spaces were incrementally added 

for the color channel sequencing. For given color channels, 

spatial features of color channels sequenced by the proposed 

method were fed to the LSTM. For the comparison, two sets 

of randomly sequenced color channels were generated. Table 

2 shows the recognition rates with different color channel 

orders. As shown in Table 2, the proposed color channel 

sequencing outperformed the random sequencing. The result 

indicates that the order of color channels makes an effect on 

recognition rate. In addition, overall recognition rates were 

improved when more color channels were used.  

 

3.4. Effectiveness of the proposed LSTM along color 

channels 

 

We evaluated the effectiveness of the LSTMs along color 

channels. In order to focus the effect of the LSTM, we 

replaced CNN features to hand-crafted features (i.e., LBP [6] 

and LPQ [9]). Namely, LBP and LPQ feature extractors were 

used in the channel-wise spatial coding. Hand-crafted 

features of each channel sequenced by color-order were fed 

into LSTM. As shown in Table 3, the recognition rates of 

hand-crafted features with the proposed method were 

improved compared to hand-crafted feature with SRC. This 

result indicates that the proposed LSTMs along color 

channels channel can be used with any feature extractor.  

 

Table 3. Recognition rates of hand-crafted features with 

different FER method. 

Method Recognition rate (%) 

Proposed+LBP 74.30 

SRC+LBP [6] 69.15 

Proposed+LPQ 77.73 
SRC+LPQ [9] 71.48 

 

4. CONCLUSION 

 

In this paper, we proposed a color channel-wise recurrent 

feature learning for FER. In the proposed method, color 

channel sequencing based on discriminability of channel-

wise spatial features was devised. The CNN features from the 

sequenced color channels were fed to the LSTM where 

expression features were learned sequentially along color 

channels. The experimental results showed that the proposed 

method was robust to illumination variations and 

outperformed existing state-of-the-art methods in terms of 

recognition rate. 
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Table 1. Recognition rate comparison with existing state-of-the-art methods. 

Method 
Recognition rate (%) 

Neutral Smile Surprise Squint Disgust Scream Overall 

Proposed method 81.25 93.13 93.75 78.88 69.37 98.12 85.74 

CNN+RGB image 77.50 86.88 89.38 59.01 67.50 98.75 79.81 

SRC+Intra-class variation image [3] 70.67 85.98 89.98 61.66 66.36 97.49 78.72 

SRC+Raw pixel [6] 48.15 58.06 63.47 39.14 48.15 85.09 57.49 

SRC+LBP [6] 54.66 75.38 79.88 51.25 64.57 89.79 69.15 

SRC+RawLBP [7] 54.59 77.30 83.24 58.92 67.03 94.59 72.61 

SRC+Gabor [8] 59.93 79.75 84.25 50.02 63.53 94.16 71.74 

SRC+LPQ [9] 58.32 79.04 81.10 49.41 67.44 93.58 71.48 
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