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ABSTRACT�
�
Multichannel active noise control (MCANC) systems are 
commonly used in acoustic noise or vibration control, such 
as large-dimension ventilation ducts, open windows and 
mechanical structures. However, its computational load far 
exceeds the capabilities of digital signal processors (DSPs) 
and microcontrollers. Even the field programmable gate 
array (FPGA) cannot straightforwardly cope with the 
exponential increase in the computation load of MCANC 
systems. A novel architecture, called the multiple parallel 
branch with folding, is proposed for the ܬ × ܬ ×  ܯ
ܬ ,reference microphonesܬ)  secondary sources and ܯ error 
microphones) MCANC implementation with the floating-
point arithmetic. This architecture addresses the tradeoff 
between throughput and hardware resource consumption by 
using parallel execution and folding. The proposed 
architecture is validated in an experimental setup that carries 
out a 4 × 4 × 4  multichannel filtered-x least mean square 
(FxLMS) algorithm achieving the sampling rate and 
throughput of 24 KHz and 18.4 Mbps, respectively.  
 

Index Terms  Filtered-x least mean square algorithm, 
multichannel active noise control, field programmable gate 
array.  
�

1.�INTRODUCTION�
 
Long-time exposure to high decibel noise causes serious 
health issues, such as hearing impairment, hypertension, 
ischemic heart disease, annoyance, and sleep disturbance [1]. 
To solve this problem, passive techniques such as 
enclosures and shelter are deployed, but their cost is usually 
high and may affect the natural lighting and ventilation. 
Active noise control (ANC) [2, 3] is an alternative technique 
to tackle noise in ducts, headsets [4-6], infant incubators, 
and windows [7-9]. The ANC system employs an adaptive 
method to generate destructive interfere using loudspeakers 
to reduce the noise.  

The digital signal processors (DSPs) equipped with fast 
multiplier-accumulators (MACs) play a dominating role in 
the implementation of single channel ANC [10, 11]. Other 
low-cost hardware platforms, such as microcontroller [12] 
and ARM, are also used, but they are limited in simple ANC 

systems with short tap length and low sampling rate. The 
exponentially increasing computation cost of multichannel 
ANC (MCANC) systems hinders the regular platforms to 
achieve a sufficiently high sampling rate that matches the 
distance between the reference microphone and secondary 
source. For this reason, the field programmable gate array 
(FPGA) becomes more attractive due to its flexibility, wide 
bandwidth, hardware resources, and parallel operation. 
However, programming and debugging on FPGA are 
complicated and tedious, since the algorithm architecture 
needs to be customized for the algorithm.  

Due to the low complexity and good performance, the 
ANC system typically employs filtered-x least mean square 
(FxLMS) algorithm. To implement the FxLMS algorithm on 
FPGA, additional delay was previously brought into FxLMS 
to enable its pipelining feature. This practice was known as 
the delayed FxLMS (DFxLMS). Its derivative structure, the 
delayed block FxLMS (DBFxLMS) [14], made use of the 
parallel operation more efficiently. To reduce the usage of 
multiplications, a fast-FsLMS [15] was proposed for ANC 
application. However, these modified algorithms reduced 
the computation complexity, improved the throughput, but 
degraded the noise reduction performance. To balance of the 
performance between the throughput and hardware resource 
consumption of the FxLMS algorithm, a multiple parallel 
branch with folding architecture is proposed, which uses 
only ܬ  parallel MACs to realize a ܬ × ܬ × ܯ  multichannel 
ANC. In this structure, each MAC works out 2(ܯ +  ܮ(2
operations individually, where ܮ denotes the tap length of 
the control filter and estimated secondary path. The parallel 
structure increases the throughput, meanwhile the folding 
structure minimizes the hardware resource consumption on 

the proposed architecture modifies the 
implementation structure without affecting the performance 
of the FxLMS algorithm. 
 

2.�PROBLME�STATMENT�
 
As shown in Fig. 1, we consider J reference microphones, J 
secondary sources, and M error microphones in a ܬ × ܬ ×  ܯ
multichannel ANC system with J control filters, where the 
jth reference signal is only used to update the jth control 
filter to generate the jth secondary source output. The 
primary noise can be attenuated by minimizing the sum of 
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the square of residual noises measured by M error 
microphones. The error signal vector ࢋ(n) is formed by M 
error microphones.  The matrix ܁෠ represents the estimates of ܯ ×  secondary paths from J secondary sources to M error ܬ
microphones. The weight vector of the jth control filter is 
written as ,0 ,1 , 1( ) ( )

T

j j j j Ln w n w ww 1,, 1w , where T 
denotes the transpose operation. 

The J control filters can be combined into one long 
vector  
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where the jth reference signal is  
( ) ( 1) ( 1)

T

j j j jx n x n x n Lx (((j ((((( . (3) 
The output signal vector of J secondary sources can be 
described as 

( ) ( ) ( )Tn n ny x w . (4) 
In the multichannel FxLMS algorithm [16], the weight 

update equation of the jth control filter is 

1
( 1) ( ) ' ( ) ( )

M

j j jm m
m

n n n e nw w x  , (5) 

where μ is the step size; ' ( ) ( )* ( )jm mj jx n s n x n  ௠௝(݊) isݏ̂ ;
the estimate of secondary paths from the jth secondary 
source to the mth microphone; ݔ௝(݊) is the reference signal 
from the jth reference microphone; and ( )me n  denotes the 
mth error signal; * denotes the linear convolution.  

It is shown in (4) and (5) that each iteration of  ܬ × ܬ ܯ×  multichannel FxLMS algorithm costs ܮ × ܬ × ܯ)2 + 1) 
multiplications and additions. For example, a 4 × 4 × 4 
multichannel ANC based on FxLMS algorithm with a 
sampling rate of 24 KHz and filter length ܮ = 200  takes 
192 million multiplications and additions every second. In 
comparison, the popular DSP, TMS320C55x, can only 
handle 200 million MACs per second. Therefore, FPGA is 

more suitable to realize multichannel ANC, since its 
parallelism operation capability potentially allows all the 
arithmetic computations to be completed at the same time. 
However, without appropriate optimization, FPGA would 
consume a large number of hardware resources to finish one 
computation of the multichannel FxLMS algorithm, which 
is impractical considering that the number of adders and 
multipliers is still limited in the state-of-the-art FPGAs.  
 

3.�PROPOSED�MULTICHANNEL�FXLMS�ANC�
ARCHITECTURE�DESIGN�

�
The challenge of implementing multichannel FxLMS in 
FPGA is to achieve both high throughput rate and low 
hardware resource consumption. Hence, we propose to split 
the ܬ × ܬ × ܯ  multichannel FxLMS algorithm into J 
identical branches, where each branch includes a control 
filter, a weight update equation, and ܬ ×  secondary path ܯ
estimates. Each branch runs simultaneously so that we can 
achieve faster processing speed and higher sampling rate. 
Inside each branch, one computation cycle is scheduled into 
several recursive iterations that reuse the same hardware 
resource. This technique, called the folding transformation, 
significantly reduces the hardware resource usage from 

Fig. 1�Block diagram of multichannel FxLMS algorithm.�

 
���������Fig. 2 Multichannel FxLMS based on J branches.�
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multiple operations to a single functional unit. Therefore, by 
integrating parallelization and folding transformation, the 
proposed architecture guarantees an acceptable throughput 
rate with minimal hardware resource consumption on FPGA. 
 
3.1�Recursive�Equation�of�Parallel�Branch��
 
To get the recursive equation of each parallel branch in ܬ ܬ× ×  multichannel FxLMS, we firstly split the branch into ܯ
L recursive iterations. Hence, we rewrite the jth secondary 
source output from (4) using recursive formula as 
 1

, , 1 , 1( ) ' ( ) ' ( ) ( ) ( ) L
j j L j L j LY z Y z Y z W z X z z  , (6) 

where ܻᇱ௝,௟(ݖ) = ∑ ௝ܹ,௜(ݖ)ܺ(ݖ)ିݖ௜௟ିଵ௜ୀ଴ ; and ௝ܹ,௜(ݖ) is the ith 
weight of the jth control filter. The lth element in (6) can be 
described in z transformation form as 

 1
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1
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where ݈ ∈ [0, ܮ − 1]. The filtered reference signal x ' jm(n)  
can be rewritten as 
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where ௝ܺ௠ᇱᇱ (݇) = ∑ ௟ା௞௅ିଵ௟ୀ௞ିݖ(ݖ)ܺ(݇)௝௠ݏ̂ and ݇ ∈ [0, ܮ − 1] . 
Combining (6), (7) and (8) into one recursive iteration of the 
jth branch leads to the proposed ܬ × ܬ × ܯ  multichannel 
FxLMS algorithm, whose block diagram is shown in Fig. 2. 
In Fig. 2, there are 2(ܯ + 1) multipliers and adders in each 
branch. In one computing cycle of the whole ܬ × ܬ ×  ܯ
multichannel FxLMS algorithm, J branches will use ܬ ܯ)2× + 1)  multipliers and adders in total to process ܮ 
recursive iterations. Compared to the original multichannel 
FxLMS implementation, hardware resource consumption of 
the proposed architecture is reduced by L times at this stage.   
 
3.2�Folding�Structure��
 
The hardware resources in FPGA are generally categorized 
into interconnection, memory, logic cell, and DSP slice. 
Among them, DSP slice is of the most scarcity because its 
complexity structure costs a lot of silicon area in FPGA. 
Therefore, the most effective way to reduce the hardware 
resource consumption is to minimize the number of adders 
and multipliers. In the previous section, we found that the 
number of adders and multipliers in the new architecture of ܬ × ܬ × ܬ multichannel FxLMS is ܯ × ܯ)2 + 1). To further 
reduce the resource usage, which increases dramatically 
with the escalation of ܬ  and the number of channels in 
FxLMS, we propose to use folding transformation.  

After the folding transformation, the implementation of 
the ܬ × ܬ ×  ,multichannel FxLMS is illustrated in Fig. 3 ܯ

where ܵ = ܯ)2 + 1); ݈ and ݅ range from 0 to L-1 and from 
1 to L, respectively. This folding structure is composed by 
three main components: the arithmetic unit (one adder and 
one multiplier), the multiplexer, and the D flip-flop. The 
multiplexer selects the input and output signal for the 
arithmetic unit based on the time schedule described in 
tables embedded in Fig. 3. The unit in those tables is clock 
tick, which begins from zero.  The D flip-flop realizes the 
delay and temporal storage of data. Overall, the folding 
structure only requires ܬ adders and multipliers to finish the ܬ × ܬ × ܯ  multichannel FxLMS. The hardware resource 
usage is reduced by ܮ × ܯ)2 + 1) times. As a tradeoff, the 
duration to finish one computation of multichannel FxLMS 
is ܮ × ܯ)2 + 1)  times more than the original duration. 
However, due to the high running speed of FPGA, the 
increased duration is affordable to achieve a high throughput 
rate. 
 

4.�FPGA�IMPLEMENTATION�
 
To verify the proposed architecture, we realized a 4 × 4 × 4 
floating point multichannel FxLMS on NI 9039 Compact-
RIO with NI 9220 ADC and NI 9264 DAC modules. The 
main processor is Xilinx Kintex-7 7K235T FPGA, which 
consists of 407,600 flip-flops, 203,800 LUTs, 840 DSP slice 
and 16,020 Kbits RAM. DSP48E is chosen to build the 

 
Fig. 3 Folding ࡶ × ࡶ ×  .multichannel FxLMS ࡹ
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floating point arithmetic unit of the architecture, where each 
DSP48E has 28x15 two-complement multiplier and a 48 bit 
accumulator. Four DSP48Es can be combined into a single 
precision floating point MAC. To realize the delay and 
temporal storage of data, we replace D flip-flop with Bock 
RAM, because the magnitude of RAM on FPGA is much 
larger than flip-flops.  

Setting the lengths of the secondary path estimates and 
control filters to 200 taps, the device utilization report shows 
that the 4-channel FxLMS algorithm costs 16 DSP48E (1.9% 
of total DSP48Es), 30,385 registers (7.6 % of total registers), 
27,833 LUTs (13.7 % of total LUTs), 24 block RAM (5.4 % 
of total RAM). Since the 4-channel FxLMS algorithm takes 
2000 iterations to finish one computation, the maximum 
achievable sampling rate is thus 25 KHz when the FPGA 
running clock is 50 MHz. Therefore, we set the system 
sampling rate at 24 KHz and the cut off frequency of anti-
aliasing and reconstruction filters at 11.5 KHz. 

   
5.�EXPERIMENTS�OF�૝ × ૝ × ૝�ANC��

To figure out the performance of this new architecture in 
multichannel ANC, we conducted experiments on a small 
chamber and measured the noise reduction performance. 
The top view of this small chamber is shown in Fig. 4, 
where a denotes the primary noise loudspeaker; b presents 
the 4 ANC units, each composed of a reference microphone 
and a noise cancelling loudspeaker, and c stands for the 
error microphones. A sound pressure level (SPL) meter was 
placed near the error microphones.  

In the first experiment, we used 1 KHz sine tone as the 
primary noise. The SPL level from the SPL meter dropped 
from 83.5 ݀ܤ to 53.7 ݀ܤ, after the ANC system was turned 
on. The noise reduction was 29.8 ݀ܤ. Fig. 5 (a) shows the 
power spectrum of noise tested from one of the 4 error 
microphones. Meanwhile, the other 3 error microphones 
showed a similar pattern. We can observe that the 1 KHz 
tonal noise is eliminated at the error microphone positions.   

In the second experiment, we used a band-limited white 
noise as the primary noise. The noise frequency ranged from 

400Hz to 1500Hz. Readings from the SPL meter indicated 
that the noise level dropped from 93.3 ݀ܤ to 75.6 ݀ܤ with 
ANC being turned on. The noise reduction was 17.7݀ܤ. The 
power spectrum of the error microphone is shown in Fig. 5 
(b), which clearly indicates the effectiveness of the ANC 
system. These experiment results preliminarily validate the 
practical performance of the proposed multiple parallel 
branch with folding architecture for multichannel FxLMS 
algorithm in ANC. 
 

6.�CONCLUSIONS�
 
This paper proposed a multiple parallel branch with folding 
floating point architecture for multichannel FxLMS to 
implement multichannel ANC based on FPGA. For a ܬ ܬ× ×  ܬ�multichannel FxLMS algorithm in which there are ܯ
reference microphones, ܬ  secondary sources and ܯ error 
microphones, the proposed new architecture requires only J 
MACs, which yields a reduction of ܮ × ܯ)2 + 1) times in 
terms of the hardware resources and achieves a high 
throughput. A 4 × 4 × 4  multichannel FxLMS algorithm 
was implemented on Xilinx FPGA using the proposed 
architecture. The noise reduction performance at error 
microphones clearly validate the effectiveness of the 
proposed multiple parallel branch with folding architecture. 
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Fig. 4 Top view of small chamber for ૝ × ૝ × ૝ ANC. 

 
Fig. 5 Power spectrum of error signal. 

 
Figure 4. Top view of small chamber for ૝ × ૝ × ૝ ANC 
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