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ABSTRACT

Pest camouflages in grains or natural environment cause sig-
nificant difficulties in pest detection using imaging technolo-
gies. This paper proposes a convolutional Riemannian tex-
ture with differential entropic active contours to distinguish
the background regions and expose pest regions. An image
texture model is firstly introduced on the Riemannian mani-
fold. A convolutional Riemannian texture structure is then ex-
plored to reduce the environmental background textures and
highlight potential pest textures. Subsequently, a differential
entropic active contour model is developed to estimate the
foreground and background distributions. Finally, the esti-
mated foreground and background distributions are used to
distinguish pest textures and environmental textures. The fi-
nal detected regions are obtained by maximizing pixel-wise
posterior probabilities on the estimated distributions. Experi-
mental results show that effective detections can be achieved
by the proposed method on forestry pests imaging datasets.

Index Terms— Unsupervised pest detection; Riemannian
texture; Active Contours

1. INTRODUCTION

Effective pest detection and control can increase food secu-
rity, improve the quality of life and reduce the cost in agri-
culture. Pest images usually consist of some static environ-
mental background with pests as outliers. With such prior
information, it is possible to design an unsupervised method
for image-based pests detection.

Pest detection methods can be mainly divided into two
categories: sensor-based and camera-based. Sensor-based
methods mainly rely on sensor technologies specially de-
signed according to pest living habits. In order to detect the
sub-populations of invasive species, Homans et al. proposed
an optimal detection strategy by dividing the uninfested land-
scape into suppression zone and an eradication zone [1].
Ferro et al. designed a wireless sensor network with photo-
electric sensors for early snail pest detection and control [2].
Although effective, sensor-based methods are mostly applied

to specific spices and living environments. Different spices
usually require different sensors and methods [2].

In recent years, many computer vision methods have been
used for camera-based pest detection. Fina et al. proposed to
learn correspondence filters with k-means clustering to detec-
t and recognize pests. Mostafa et al. proposed a histogram
adjustment method with a Gabor filter to improve the texture-
based plant disease recognition[3]. In order to detect pest-
s in greenhouse crops, Paul et al. proposed a cognitive vi-
sion approach using ontology based object recognition[4, 5].
Vision techniques adopted by environmental specialists are
often computationally expensive with complicated processes.
However, pest images frequently contain stable texture back-
grounds and pests usually appear to be outliers. It is thus
possible to have an unsupervised framework for efficient pest
detection.

This paper proposes a convolutional Riemannian texture
with geodesic priors to model the pest target and environmen-
tal background in common pest images. Inspired by the idea
of texture analysis, pests are segmented as texture outliers in
the environment[6, 7, 8]. Firstly, an object enhanced texture
model is introduced on the Riemannian manifold. Second-
ly, a convolutional structure is explored to reduce the back-
ground texture and expose the pest texture. Then a proba-
bilistic texture image model is developed. Target regions and
background regions are modelled by foreground and back-
ground distributions respectively. Finally, a symmetric dif-
ferent entropy is introduced to measure the distance of these
two distributions and to derive the resulting active contours.
Promising results obtained on forestry pests imaging datasets
demonstrate the effectiveness of the proposed method.

2. SEMI-LOCAL RIEMANNIAN TEXTURE BASED
ON BELTRAMI FRAMEWORK

Introduced by Sochen, Kimmel and Malladi in[9], Beltra-
mi representation is a typical local image texture represen-
tation. The geometric representation of images considers a
standard 2-dimensional gray-value image function I(x,y) as
a mapping I : R2 → R. Assuming the independency of the
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local pixels, function I of local coordinates (x,y) can be em-
bedded on a surface by a mapping F from R2 to R3 where
F : (x,y) → (x,y, I(x,y))[7, 10, 11, 12]. A k-vector image
Ik(x,y) can be described as a k-dimension manifold embed-
ding to a (k + 2)-dimensional space with the mapping F :
(x,y)→ (x,y, I1(x,y), I2(x,y), ..., Ik(x,y)). The first fundamen-
tal form, which is also called metric tensor[13, 14], is com-
puted as guv = (< ∂M

∂u ,
∂M
∂v >) where u,v are two orthogonal

directions on the embedding Riemannian Manifold MI(x,y). S-
ince {x,y} ∈ {u,v}, one of the explicit first fundamental form
on the manifold M can be written as

gxy =

(
gxx gxy
gyx gyy

)
=

(
1+ I2

x IxIy
IxIy 1+ I2

y

)
(1)

where its suffix is in form of an edge detector operating on the
functional space I(x,y): 1

det(gxy)
= 1

1+|∇I(x,y)|2 where ∇(·) is the
gradient operator, det(·) is the determinant operator, and | · | is
the norm operator. The edge detector function shows the local
texture of an image but it is sensitive to noise. In order to have
a texture representation that is robust to noise, Houhou et al.
proposed a semi-local Riemannian texture descriptor[15]. Let
P(I(x,y)) denote a τ× τ square patch function around (x,y):

P(I(x,y)) = {I(x+ tx,y+ ty)}, tx ∈ [− τ

2
,

τ

2
], ty ∈ [− τ

2
,

τ

2
] (2)

P(I(x,y)) is a semi-local patch function of (x,y) when τ > 1.
The representation follows the mapping:(x,y)→(x,y, I(x,y))→
(x,y,P(I(x,y))) where P(I(x,y)) lies on a manifold with sur-
face (x,y,P(I(x,y))). Its metric tensor is computed as

gxy =

(
1+[∂xP(I(x,y))]2 ∂xP(I(x,y))∂yP(I(x,y))

∂xP(I(x,y))∂yP(I(x,y)) 1+[∂yP(I(x,y))]2

)
(3)

The semi-local intrinsic texture descriptor can be designed
similarly as the edge detector with a Gaussian kernel: Kσ ,τ(x,y)
=exp(− det(gxy)

σ2 ) For a k-vector valued image, the representa-
tion follows the mapping:(x,y)→(x,y, I1(x,y), I2(x,y), ..., Ik(x,y))
→(x,y,P(I1(x,y)),P(I2(x,y)), ...,P(Ik(x,y))). Its metric ten-
sor is derived as

gxy=

(
1+∑

k
j=1[∂xP(I j(x,y))]2 ∑

k
j=1∂xP(I j(x,y))∂yP(I j(x,y))

∑
k
j=1∂xP(I j(x,y))∂yP(I j(x,y)) 1+∑

k
j=1[∂yP(I j(x,y))]2

)
(4)

The intrinsic texture descriptor computed by Kτ,σ (x,y) is ro-
bust to noise by considering gradient information in the semi-
local patch function.

3. CONVOLUTIONAL RIEMANNIAN TEXTURE
MODEL

Large size of patches in the semi-local patch function can en-
hance textures in the semi-local regions, but they may ignore
local regions. When τ = 1, the edge detector function is e-
quivalent to the semi-local texture. In this work we introduce
a novel convolutional Riemannian texture model to highlight
pest regions from the environmental background regions.

Two conditions make the proposed convolutional struc-
ture possible. Firstly, the determinant of the metric ten-
sor in Kτ,σ (x,y) can be considered as a convolution of gxy

Fig. 1. Mapping structure illustrating the convolutional Riemannian tex-
ture. Image function is sampled by a semi-local patch function. Metric tensor
is computed on the local Riemannian manifold with a Gaussian kernel. The
patches and convolutional kernels are computed several times with different
patch sizes to generate global texture.

(a) Pest image (b) Semi-local (c) Local layer (d) Global layer

Fig. 2. An instance of the proposed texture model compared with the semi-
local texture descriptor proposed by Houhou et al.[8]

with a kernel Dτ×τ , where Kσ (x,y) = exp( gxy∗D
σ2 ); ∗ denotes

the convolution operator. Secondly, the kernel operation in
Kτ,σ (x,y) embeds semi-local image patches into a new mani-
fold MKτ,σ (x,y) with surface (x,y,Kτ,σ (x,y)), where (x,y) ∈ R2

and Kτ,σ (x,y) ∈ R. The convolutional structures can be con-
sidered as iteratively mapping from manifold to manifold:

MI(x,y)→M1,Kτ1 ,σ1 (x,y)
→M2,Kτ2 ,σ2 (x,y)

...→MN,KτN ,σN (x,y) (5)

Figure 1 demonstrates the mapping structure of the proposed
convolutional Riemannian texture model.

Let Mi, i∈ [1,N] denote the i-th manifold, its metric tensor
and descriptor function can be computed as

gi,xy=

(
1+[∂xP(Kσi,τi(x,y))]

2 ∂xP(Kσi,τi(x,y))∂yP(Kσi,τi(x,y))
∂xP(Kσi,τi(x,y))∂yP(Kσi,τi(x,y)) 1+[∂yP(Kσi,τi(x,y))]

2

)
(6)

where τi,σi, i ∈ [1,N] denote the i-th patch size and kernel
parameter, respectively; Kσi+1,τi+1(x,y) = exp(− det(gi,xy)

σ2
i

).

Figure 2 shows an instance of the proposed texture model
compared with the semi-local texture descriptor proposed by
Houhou et al.[8]. One can observe that local textures are kept
by the local layer with τ = 3 and the global layers further re-
duce the background texture and expose the pest texture with
a semi-local layer at τ = 8. The final output from the global
layer reduces the background textures and exposes the pest
texture to certain extent. But the semi-local texture descriptor
is not able to reduce the background textures. The patch sizes
of semi-local texture descriptor for each image need to be
set empirically for better performance. Differently, the patch
sizes τ and kernel bandwidth σ of the proposed methods are
the same under similar environments.

4. DIFFERENTIAL ENTROPIC ACTIVE CONTOURS

Given the proposed texture with enhanced objects and re-
duced background, the object regions are still impossible to be
located by simple thresholds. A distribution-based active con-
tour is thus adopted for the detection. Consider a closed pa-
rameterized planar curve, C(v, t) : [0,1)× [0,∞)→ R2 where
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v is the planar directional vector and t ∈ [0,∞) is the tempo-
ral variable[16]. Define a bounded variational function do-
main BV (Ω) = {u ∈ L1(Ω) :

∫
Ω
|Du| < ∞} where L1(·) de-

notes a set of functions with first-order lower semi-continuity;
|Du| is the Lebesgue measure. Let φ be a level set func-
tion of C: C(v, t) = {x|C ∈Ω,φ(x, t) = 0,φ ∈ BV (Ω)}, where
φ ∈ [0,1] is with the same definition as a probability densi-
ty function(pdf). It is obvious that the pixel location x ∈ Ω,
the image function I(x) ∈ BV (Ω) and the Riemannian texture
function K(x) ∈ BV (Ω).

The goal of the proposed active contour method is to
find an optimized pdf φ(x). Its zero level set gives a back-
ground/foreground probabilistic boundary. Given texture
function K(x),x ∈ Ω, the background and foreground proba-
bility functions can be defined as{

p f (K̂(x),Ω) = 1
|Ω f |

∫
Ω f

Gσ (K̂(x)−K(x))dx

pb(K̂(x),Ω) = 1
|Ωb|

∫
Ωb

Gσ (K̂(x)−K(x))dx
(7)

where p f and pb are foreground and background pdfs, respec-
tively; K is the observed texture function, K̂ is the signed dis-
tance function indicating distances to the zero level set; Gσ is
a Gaussian kernel; Ω indicates the texture image domain; Ωb
indicates the image background and Ω f indicates the image
foreground where Ω\Ω f = Ωb,Ω\Ωb = Ω f ; | · | computes
the area of a given region. Here we introduce a symmetric
differential entropy as a distance measure that measures the
difference between the foreground and background pdfs.

D(Ω) =
∫

R+
p f (K̂,Ω)log

p f (K̂,Ω)

pb(K̂,Ω)
+ pb(K̂,Ω)log

pb(K̂,Ω)

p f (K̂,Ω)
dK̂

(8)

The goal is to maximize the differential entropy between pb
and p f w.r.t. set Ω. According to the Radon-Nikodym theo-
rem, the integration along boundary direction between Ωb and
Ω f should be considered in a Lebesgue integration, which is
the length of the closed contour C [17]: L(Ω) =

∫
∂Ω

dv. To-
gether with Eq.(8), the objective function is written as

E(Ω) = D(Ω)+λL(Ω) (9)

where v is the directional unit of the planar curve C, λ > 0 is a
parameter. The optimization problem is to find the maximized
energy w.r.t. a set separation of Ω: maxΩb,Ω f E(Ω). Introduce
a characteristic function for all the elements x ∈Ω:

ΨΩ f (x)=

{
1,x ∈Ω f

0,x ∈Ω\Ω f
,ΨΩb(x)=1−ΨΩ f (x)=

{
1,x ∈Ωb

0,x ∈Ω\Ωb

(10)

The area of the set |Ωb|=
∫

Ω
ΨΩb(x)dx,|Ω f |=

∫
Ω

ΨΩ f (x)dx.
The foreground and background pdf can be re-written as the
following form:

p f (K̂(x),ΨΩ f (x),ΨΩb(x)) =
∫

Ω
Gσ (K̂(x)−K(x))ΨΩ f (x)dx∫

Ω
ΨΩ f (x)dx

pb(K̂(x),ΨΩ f (x),ΨΩb(x)) =
∫

Ω
Gσ (K̂(x)−K(x))ΨΩb (x)dx∫

Ω
ΨΩb (x)dx

(11)

The length function L(Ω) can be re-written as:
L(ΨΩ f (x),ΨΩb(x)) =

∫
Ω

|∇ΨΩ f (x)|dx (12)

Note that the integration follows the pixel direction x by em-
bedding the characteristic function. The objective function
becomes

E(ΨΩ f ,ΨΩb) = D(ΨΩ f ,ΨΩb)+λL(ΨΩ f ,ΨΩb) (13)

The optimization in Eq.(13) shares a similar form with the
KL-divergence based active contour model proposed in [15].
Let u(x) = ΨΩ f (x), the speed VD provided by the differential
entropy in the normal inward direction is computed by

VD =
∫

R+

1∫
Ω

udx
[1−

p f (u)
pb(u)

+ log
pb(u)
p f (u)

] · [Gσ (K̂−K− p f (u))]dK̂

+
∫

R+

1∫
Ω
(1−u)dx

[1−
p f (u)
pb(u)

+log
pb(u)
p f (u)

] · [−Gσ (K̂−K)+pb(u)]dK̂

(14)
The optimization problem can be simplified as

minu

∫
Ω

−λVDu+ |∇u|, (15)

Eq.(15) can be solved with split Bregman method by adding
a constraint d = ∇u and an inference variable m to de-couple
variable u:{

(uk+1,dk+1) = min0≤u≤1,d ||d||+λVDu+ β

2 ||d−∇u−mk||22
mk+1 = mk +∇uk+1−dk+1

(16)
The Euler-Lagrangian equation is

β∆u = λVD +βdiv(dk−bk) (17)

The solution of (u,d) given by Gauss-Seidel method is

γi, j=
1
4
[uk

i−1, j+uk
i+1, j+uk

i, j−1+uk
i, j+1−

λ

β
VD+(bk

i, j−bk
i−1, j+bk

i, j−bk
i, j−1

−dk
i, j−dk

i−1, j+dk
i, j−dk

i, j−1)],u
k+1
i, j =max{min{γi, j,1},0}

(18)

dk+1 = sgn(∇uk+1 +bk)max{|∇uk+1 +bk|−λ
−1,0} (19)

where (i, j) is the pixel position.

5. EXPERIMENTAL RESULTS

Experiments are designed to compare the proposed method
with two object proposal methods and a texture segmenta-
tion method on pest detection. Algorithms are running on In-
tel(R) Core(TM) i5-4200M CPU @ 2.5GHz 2.5GHz with 8G-
B RAM (7.67GB usage) and 64bit OS. The three comparative
methods are: Fast texture segmentation based on semi-local
texture descriptor proposed in [8]; Category Independent Ob-
ject Proposals (CIOP) proposed in [18] and Geodesic Object
Proposals (GOP) proposed in [19]. Pest images are obtained
from forestry images database [20].

“Forestry images” is an ongoing project supported by
the USDA Forest Service, Forest Health Technology Enter-
prise Team and Washington Office, Forest Health Protection
Staff. ForestyImages.org utilizes a fully searchable, rela-
tional database-driven system to track and provide scientific,
descriptive and photographic credit information. Over 4,500
photographs and other images of more than 800 insects, dis-
eases, plants, wildlife, and management practices taken by
over 170 photographers are available. Images were digitized
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Table 1. Accuracies(%) obtained by the proposed method and the compar-
ative methods.

Methods Detected Detected with extra regions
CIOP[18] 64.06 57.81
GOP[19] 55.89 19.12
Semi-local[8] 75.76 37.87
Proposed 89.39 19.69

Table 2. Mean and standard deviation of the computational times (secs)
obtained by the proposed method and the comparative methods.

Methods CIOP[18] GOP[19] Semi-local[8] Proposed
Times 80.65±66.91 15.21±4.12 1.81±0.74 1.31±0.47

from high-resolution 35mm slides. 200 stored food pest im-
ages with various environmental backgrounds are used as
test images. Pests in the experimental images are often with
camouflage colors and partial occlusions.

Some examples of the detection results from the compara-
tive methods and the proposed method are shown in Figure 3.
Note that the forth image shows two pests, one with full body
and the other with a head. As we can see, the detection results
obtained by the proposed method are more accurate and more
robust to various environments than those of others.

Furthermore, the performance of the proposed method is
evaluated in terms of accuracy. We separate the detection re-
sults into 2 types: pest detected and detected with extra re-
gions. The percentage of the two types of results are comput-
ed. Table 1 shows that the proposed method achieves highest
accuracies with the second least extra regions. GOP achieves
the least extra regions but with the lowest accuracies.

Last but not least, computational times of the proposed
method are compared with the comparative methods. Both
mean and standard deviation of the computational times are
shown in Table 2. Figure 4 shows the individual computation-
al times for each of the experimental images. As Table 2 and
Figure 4 shows, the proposed method is faster than others. In
summary, the proposed method outperforms the comparative
methods in terms of accuracy and efficiency in unsupervised
pest detection.

6. CONCLUSIONS

This paper proposed a convolutional Riemannian texture
model and a differential entropy based active contour method
for efficient pest detection in images. Pest targets and envi-
ronmental backgrounds are modelled by foreground/background
distributions. Efficient and accurate detections are achieved
by the proposed method. Future work will extend the pro-
posed approach to analyze semantic objects in the nature
images.
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