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ABSTRACT

The acoustic properties of speech signals are largely determined by
the shaping of the vocal tract. Thus, measurements of vocal-tract
area functions and their relationship to various properties of the
speech signal have been of interest to the speech research commu-
nity. Recent advances in Magnetic Resonance Imaging (MRI) allow
direct 3D volumetric imaging of the upper airway during production
of sustained sounds in as little as seven seconds, therefore allowing
direct measurements of vocal-tract area functions for a variety of
speech sounds, including fricative and liquid consonants. In this
work we present a tool for semi-automatic vocal-tract area function
estimation from such data and demonstrate its utility for estimation
of the area function for various sustained sounds. Such estimations
can be used to address the problem of sagittal-to-area conversion in
order to allow inference of 3D vocal-tract shaping dynamics from
mid-sagittal real-time MRI data.

Index Terms— vocal tract area function, volumetric MRI

1. INTRODUCTION

The human vocal tract is the main instrument of speech produc-
tion. Humans are able to produce different sounds by controlling
and modulating its shape. Speech researchers have been interested in
characterizing the mapping between vocal tract shape and the acous-
tic properties of the speech signal. To this end, a representation of
vocal tract shaping is needed. A commonly used such representation
is the area function, namely the cross-sectional area of the airway as
a function of distance from the glottis. This representation is moti-
vated by the simplifying assumption of one-dimensional wave prop-
agation in the vocal tract [1]. This assumption results in a model
of the vocal tract as a stack of cylindrical tubes with varying cross-
sectional areas. The area function gives the cross-sectional areas
for the tubes in the model. The study of the relationship between
area functions, which give a vocal tract shape representation, and the
acoustic properties of the speech signal has received much attention
in the literature, especially through speech simulation and articula-
tory synthesis [1–3]. The existence of an inventory of measurements
of area functions from real-world data for various sounds is crucial
for such studies [1].

Recent advances in Magnetic Resonance Imaging (MRI) allow
direct volumetric imaging of the upper airway during production
of sustained sounds [1, 4–9]. This enables direct measurement of
area functions in three dimensions (3D). Area function measure-
ments through midsagittal airway width from two dimensional (2D)
midsagittal MRI have been reported earlier [10, 11]. However, mid-
sagittal width does not fully determine the area function [2, 3, 6].
Volumetric MRI allows more accurate area function estimation.

Area function measurement from 3D MRI data requires airway
segmentation from the surrounding soft tissue, which can be very
challenging and time consuming to manually accomplish.

In this work, we propose an improved semi-automatic area func-
tion estimation method. Our method builds upon and further im-
proves the automation of the one proposed by Kim et al. [6]. We use
an analysis grid based on the methods of Öhman, Maeda, and Mer-
melstein [12–14]. We propose a method for vocal tract center-line
estimation on the midsagittal plane. This was not included in the
previous are function estimation method [6]. We use seeded region
growing on each grid line slice to segment the airway and measure
its area. We do not require manual seeding of each grid slice. We
use a midsagittal airway segmentation to automatically place seeds
on each grid line slice. This is an improvement in automation over
the previously proposed method [6], which required the user to man-
ually seed the airway on each slice, a quite cumbersome procedure
due to the relatively large number of grid line slices.

We demonstrate the utility of our proposed method on a dataset
consisting of volumetric MR images of sustained contextualized
continuants. The dataset was collected using an accelerated protocol
which requires 8s to scan the entire volume [6, 7]. The fast scan
time enabled collection of data for fricative and liquid consonants
in addition to vowels. The dataset includes 17 subjects in total with
27 continuants recorded per subject. In this work, we use a subset
of 4 subjects and 5 vowels per subject. We report the estimated
area functions, which exhibit shapes similar to those previously
reported [1]. We validate the estimated area functions by applying
the articulatory synthesis technique proposed by Maeda [2]. We
subjectively verify that the correct acoustics for each vowel were
generated by the speech synthesizer.

2. DATASET

To demonstrate our method for direct area function estimation, we
use a dataset consisting of volumetric MR images of sustained con-
textualized continuants. The data were collected using an acceler-
ated imaging protocol that allows acquisition of the entire volume
in 8s [6, 7]. The data acquisition process, MRI protocol, and im-
age reconstruction method have been previously described in Kim
et al. [6]. The data were collected with a GE 3.0Tesla HDxt scan-
ner system at the Healthcare Consultation Center II, University of
Southern California, using a standard 8-channel neurovascular re-
ceiver coil. The acquired data have isotropic spatial resolution of
1.5625mm with an image size of 160 (axial) × 160 (coronal) ×
80 (sagittal). Data were collected for 17 subjects, all native speak-
ers of American English. For each subject 27 scans were performed.
During each scan the subject sustained a contextualized continuant
for the scan duration (8s). The following continuants were recorded:
13 vowels (abbot, bat, pot, but, bird, bait, bet, bit, beet, boat, bought,
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Fig. 1. An example from the volumetric MRI dataset: an axial, a
sagittal, and a coronal slice for a female subject for the stimulus
bat. A stack of slices forms the volume.

boot, put), 9 fricatives (afa, ava, aha, asha, aga as in beige, asa, aza,
atha as in thing, atha as in this), 3 nasals (ama, ana, anga), and 2
liquids (ala, ara).

The advantage of using an accelerated 3D protocol with 8s scan
duration is the collection of data that is as ecologically valid as pos-
sible [15]: for most of the aforementioned continuants, the subjects
were able to actively produce speech throughout the scan. This
eliminates the need for repeated scans to acquire a particular vo-
cal tract shape or for artificially holding tongue postures without ac-
tive speech production for the purpose of collecting volumetric MRI
data. The short scan duration allows for ecologically valid collec-
tion not only of vowels (which can be sustained longer) but also of
fricative and liquid consonants.

In the present work, we will use a subset of this dataset to
demonstrate our area function estimation method. We will consider
4 subjects and 5 vowels for each subject (bat, bet, beet, bought,
boot).

3. AREA FUNCTION ESTIMATION METHOD

The semi-automatic method for area function estimation from vol-
umetric MRI data that we have developed builds upon and extends
the previously proposed method by Kim et al. [6]. We improve the
automation of the previous method and add a facility for midsagittal
airway centerline estimation. Our method consists of the follow-
ing stages: image preprocessing and enhancement; drawing of vocal
tract grid lines on the midsagittal plane; midsagittal airway segmen-
tation and center-line estimation; slice cutting along the grid line di-
rections; automatic airway segmentation and area estimation on the
grid line slices, and finally, manual inspection of the segmented air-
way cross-sections and correction where needed. For segmentation
we use a modified version of seeded region growing which we de-
scribe first. We then describe the aforementioned stages of our area
function estimation algorithm in detail.

3.1. Seeded region growing
To segment an image into connected regions of homogeneous inten-
sity, Adams and Bischof proposed the seeded region growing algo-
rithm [16]. The algorithm begins with a manually specified seed, a
small area inside the region of interest in the image. The seed is an
initial estimate S0 of the desired region. Region growing proceeds
iteratively: at each iteration i, with current region estimate Si, the al-
gorithm considers the neighboring pixels N(Si) of Si and computes

Fig. 2. Image preprocessing and enhancement. Left: Raw data
with manually specified bounding box around the region of inter-
est. Right: Enhanced image after cropping, intensity correction, and
denoising.

the following intensity distance metric:

δ(j) = |φ(j)− φSi |, j ∈ N(Si) (1)

where φ(·) is the image intensity function, and φSi the mean inten-
sity of pixels in Si. Based on their δ values, the neighboring pixels
of Si are enqueued in a priority queue Q. The algorithm updates the
region estimate Si by adding to the current region the pixel in the
queue with intensity closest to the current region mean intensity:

Si+1 = Si ∪ {argmin
j∈Q

δ(j)} (2)

The algorithm stops when the minimum intensity distance minj∈Q δ(j)
of pixels available inQ exceeds a predefined threshold T . The result
is a connected region of homogeneous intensity.

Since we are specifically interested in airway segmentation in
MRI images, we use a modified seeded region growing algorithm
previously proposed by Skordilis et al. [15]. If a pixel has lower
intensity than the current airway region estimate, then we add it to
the current region regardless of its absolute intensity distance from
the region mean. This is equivalent to using the following modified
intensity distance metric:

δ(j) = φ(j)− φSi , j ∈ N(Si) (3)

This modification is motivated by the fact that the airway is a region
of low (ideally zero) intensity in MR images. If a pixel has lower
intensity than the mean intensity of the current airway region then,
regardless of its exact intensity value, it is most likely part of the
airway. Henceforth, we will use the term “seeded region growing”
to refer to this modified version of the algorithm.

3.2. Image preprocessing and enhancement
First, we crop the MRI volume to the region surrounding the vo-
cal tract by manually specifying a bounding box on the midsagittal
plane (Fig. 2). Intensity correction is needed due to coil sensitivity
roll-off in the anterior-posterior direction. We apply intensity cor-
rection by individually normalizing each coronal slice by its average
tissue intensity [6] (we detect tissue by thresholding the intensity of
the slice using Otsu’s method [17]). Finally, we denoise the MRI
volume using anisotropic diffusion on each sagittal slice individu-
ally [6, 18]. Anisotropic diffusion is used because it does not cause
significant edge distortion. An example of an enhanced image is
shown in Fig. 2.

3.3. Drawing of vocal tract grid lines
We use the vocal tract grid proposed by Bone, Proctor et al. [6,19,20]
which is based on the methods of Öhman, Maeda, and Mermel-
stein [12–14]. The grid line configuration is motivated by the av-
erage shape of the human vocal tract: the vocal tract center-line can
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Fig. 3. Drawing of the grid lines. The manually specified anatomical
landmarks are shown with green crosses. The lingual center point
is shown with a red bullet. The second center point is shown with a
yellow bullet.

be modeled with a vertical segment near the glottis, a circular seg-
ment centered at the tongue through the mid-oral vocal tract, and
a circular segment centered above the lips from the alveolar ridge
through the lips. The goal is to draw grid lines that are approxi-
mately normal to the vocal tract center-line. An example of grid
line construction is shown in Fig. 3. The construction of the grid
is done on the midsagittal slice and requires manual specification of
the following anatomical landmarks: (1) the glottis, (2) a vertical
line tangent to the posterior pharyngeal wall, (3) the highest point on
the palatal contour, (4) the alveolar ridge, and (5) the middle point
between the lips (Fig. 3). After manual placement of the anatomical
landmarks, grid construction proceeds automatically.

A lingual center point is automatically placed on the tongue on
the vertical line passing through the highest palatal point. The lin-
gual center point is placed so that it is equidistant from the pha-
ryngeal wall and the palate. Equidistant horizontal grid lines are
drawn between the glottis and the lingual center point (Fig. 3). Equi-
spaced radial grid lines centered at the lingual center point are drawn
through the mid-oral vocal tract above the lingual center point and
until the alveolar ridge (Fig. 3). A second center point is automat-
ically placed at the intersection of the vertical line passing through
the midlabial point and the line passing through the lingual center
point and the alveolar ridge. Equispaced radial grid lines centered
at the second center point are drawn though the anterior vocal tract
from the alveolar ridge and until the midlabial point (Fig. 3).

We specify a fixed number of grid lines for each of the horizon-
tal, mid-oral, and anterior-oral grid line groups, thus allowing the
spacing between the lines to vary based on the anatomical charac-
teristics of the subject. We draw 15 horizontal, 30 mid-oral, and 10
anterior-oral grid lines (55 grid lines in total).

3.4. Midsagittal vocal tract center-line estimation
We propose a method for vocal tract center-line estimation. This
was not included in the previously proposed area function estima-
tion tool by Kim et al. [6]. To estimate the vocal-tract center-line,
we first segment the airway on the midsagittal slice. For this we
require the manual specification (only on the midsagittal slice) of a
seed inside the airway and a rough bound around the airway (Fig. 4).
These can be quickly manually drawn as they do not need to be pre-
cise. The seeded region growing algorithm automatically segments
the airway using the specified seed to yield an accurate midsagittal
airway segmentation (Fig. 4). The manually specified bound around
the airway is used to constrain the region growing to avoid leakage
through the alveolar ridge and hard palate.

For each grid line we calculate the midpoint of its points of inter-

Fig. 4. Center-line estimation. Left: Manually specified airway seed
(gray) and outer bound (white). Right: Segmented airway boundary
(white) and center-line (green).

section with the boundary of the segmented airway. The collection
of such midpoints on the grid lines yields our estimate of the vocal
tract center-line (Fig. 4).

3.5. Slice cutting, airway segmentation, and area estimation
Horizontal grid lines are axially oriented so the corresponding slices
can be readily extracted. Radial grid lines slice through the volume
at a non-trivial angle. To extract the slice for such a grid line we ro-
tate the volume with an affine 3D transformation [6] (using bicubic
interpolation) until the grid line is coronally or axially oriented (we
make the minimum possible rotation so grid line slices closer to ver-
tical are rotated until coronally oriented and grid line slices closer to
horizontal are rotated until axially oriented). Then, the correspond-
ing slice can be readily extracted.

For each extracted slice, we use seeded region growing to seg-
ment the airway. We do not require manual specification of a seed for
each slice, since we have the midsagittal airway segmentation avail-
able. We use the corresponding grid line profile of the segmented
midsagittal airway to seed each extracted slice. This is an improve-
ment in automation over the previously proposed method. The pre-
vious method required manual specification of seeds for each one of
the extracted slices [6].

After automatic segmentation, we allow for manual inspection
of the airway segmentation on each slice and manual correction if
needed. We observe that manual correction is always required for the
slices in the anterior-oral vocal tract, as the airway near the lips is not
fully surrounded by tissue and region growing inevitably leaks to the
background. On average 10 to 12 slices require manual correction
for each MRI volume.

With the corrected airway cross-section segmentation we can
readily estimate the cross-sectional airway areas by multiplying
the number of pixels in the airway by the area of each pixel
(0.1252cm2). The conjunction of distance from the glottis (cal-
culated using the estimated midsagittal airway centerline) with the
airway cross-sectional areas yields the estimate of the area function.

4. RESULTS AND DISCUSSION

Using the proposed method we estimated area functions for the vow-
els bat, beet, boot, bet, bought for 2 female (W1, W2) and 2 male
(M1, M2) subjects from our 3D MRI dataset. The results are shown
in Figures 5 and 6.

To validate the resulting area functions, we synthesized vow-
els from them using the articulatory synthesis method proposed by
Maeda [2]. We evaluated the synthesized vowels perceptually. We
found that each synthesized vowel was reasonably close to the ex-
pected actual vowel.

The estimated area functions exhibit the expected shape: con-
striction locations appear at the expected location along the vocal
tract for each vowel. For example, for the front vowel beet, the con-
striction along the palate is evident in the estimated area function for
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Fig. 5. Area function estimate for the 2 female (W) and 2 male (M)
subjects for the vowels bat, beet, and boot.

all subjects, while the pharynx is open yielding large cross-sectional
areas. For the back vowel bat, the cross sectional airway area is
small at the back of the pharynx near the glottis and increases to-
wards the lips. For the vowel boot, lip protrusion and lengthening of
the vocal tract is observed for all subjects, along with labial constric-
tion (observe the drop in estimated airway area near the lips). We
also observe that the general trend of our estimated area functions
for each sound is in agreement with the area functions previously
reported [1].

Further, we may observe inter-subject anatomical differences.
The most evident difference is vocal tract length: the male subjects
considered have vocal tracts about 2cm longer than the female sub-
jects. We also observe that the area functions for the longer vocal
tracts appear to be shifted versions of those for the shorter ones; they
have the same overall trend and relative constriction locations, as
expected.

Fig. 6. Area function estimate for the 2 female (W) and 2 male (M)
subjects for the vowels bet and bought.

5. CONCLUSIONS AND FUTURE WORK

We presented a semi-automatic method for area function estimation
from 3D MRI data. Our method is based on the previously proposed
method by Kim et al. [6]. We improved the automation of the pre-
vious method and added an airway center-line estimation facility.
We demonstrated the utility of our proposed method by estimating
area functions for 5 vowels for 4 subjects from a 3D MRI dataset
collected with an accelerated protocol with 8s scan duration.

Our semi-automatic tool enables efficient area function estima-
tion from 3D MRI data. We plan to estimate area functions for
all recorded sounds from all 17 subjects in our dataset. This large
3D MRI dataset provides an unprecedented opportunity to capture a
multitude of vocal tract shapes for many subjects. The estimated
area functions can be used to address the sagittal-to-area conver-
sion problem, for which previous studies consider only few sub-
jects [1,21,22]. Having speaker specific conversion functions would
enable accurate estimation of the dynamics of area functions from
the dynamics of the midsagittal slice. Current MRI imaging tech-
niques are not fast enough for real-time capture of the 3D dynamics
of the vocal tract shape. However, 2D real-time MRI imaging tech-
niques are available, and area function dynamics can be estimated by
applying sagittal-to-area conversion on the midsagittal airway width
measured from 2D real-time data [23,24]. Besides providing insight
into 3D vocal tract dynamics, this information can also be used to
improve articulatory synthesis [2].
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