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ABSTRACT

Object-based representations of audio content are increas-
ingly used in entertainment systems to deliver immersive and
personalized experiences. Efficient storage and transmission
of such content can be achieved by joint object coding al-
gorithms that convey a reduced number of downmix signals
together with parametric side information that enables ob-
ject reconstruction in the decoder. This paper presents an
approach to improve the performance of joint object coding
by adding one or more decorrelators to the decoding process.
Listening test results illustrate the performance as a function
of the number of decorrelators. The method is adopted as part
of the Dolby AC-4 system standardized by ETSI.

Index Terms— Audio coding, Object-based audio, Decor-
relation, Joint object coding

1. INTRODUCTION

The object-based representation of immersive audio content is
a powerful approach that combines intuitive content creation
with optimal reproduction over a large range of playback con-
figurations using suitable rendering systems and also enables
personalized experiences [1]. In such a representation, an
object comprises both the audio waveform itself as well as
dynamic object metadata, conveying e.g. its spatial position.
This representation enables optimal reproduction over play-
back systems ranging from immersive loudspeaker configu-
rations (for example a 7.1.4 configuration with a 7.1 setup
in the horizontal plane and 4 ceiling speakers), over binaural
playback on headphones, to legacy configurations like 5.1 and
2-channel stereo. To enable the delivery of object-based au-
dio content to consumer entertainment systems, an efficient
representation of the immersive audio content is required to
facilitate storage and transmission at low bit rates. A common
approach to achieve this is to convey N objects by means of
a reduced number M < N of downmix signals together with
parametric side information that enables object reconstruction
in the decoder. Such algorithms are, for example, used in the
MPEG Spatial Audio Object Coding (SAOC) system [2] and
the Joint Object Coding (JOC) tool [3].

Considering channel-based audio content, similar ap-
proaches that convey the audio channels using a lower number
of downmix signals are well established and can be referred

to as parametric spatial audio coding algorithms [4, 5]. The
basic example of this approach is a Parametric Stereo (PS)
system where a 2-channel stereo signal is conveyed by means
of a mono downmix channel and parametric side informa-
tion. Compared to earlier approaches like Intensity Stereo
(IS) [6], the introduction of a decorrelator in the decoder re-
sulted in a significant improvement of the performance [7, 8],
since it improves the capabilty of the decoder to re-instantiate
perceptually important cues like ambience or source width.
Decorrelators are also used in parametric spatial coding sys-
tems for 5.1 surround content [9, 10] and channel-based
immersive content [11].

The introduction of decorrelators in a parametric cod-
ing system for object-based content, however, turns out to be
more challenging than in the channel-based case, in particular
if a low number of decorrelators is desired in order to mini-
mize the computational complexity of the decoder. Moreover,
it is desirable to add decorrelation directly in the object do-
main, since this enables object decoding and object rendering
to take place in two separate devices. The MPEG-H SAOC-
3D system [12, 13], on the other hand, adds decorrelation as
part of the rendering.

This paper is structured as follows. First, a general frame-
work for joint object coding is described. Then, the approach
to add decorrelators in this framework is presented. Finally,
listening test results are presented and conclusions are drawn.

2. JOINT OBJECT CODING FRAMEWORK

A generalized Joint Object Coding (JOC) framework was pre-
sented in [3] and is briefly summarized here.

Input to the encoder is content in an object-based im-
mersive representation, comprising waveforms of the N ob-
ject signals and the associated object metadata. First, an M -
channel downmix of the immersive content is generated by
a downmix renderer, governed by the spatial positions con-
veyed as object metadata. Based on the object and downmix
signals, JOC parameters are computed that enable an approx-
imate reconstruction of the audio objects from the downmix
in the decoder. Finally, perceptual audio coding algorithms
are used to convey the downmix itself at a low bit rate. The
JOC parameters as well as the object metadata are included
as side information in the bitstream.

In the decoder, first the downmix signals are decoded.
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Next, the JOC parameters are used to generate an approximate
reconstruction of the object signals. Finally, the reconstructed
object signals together with the associated object metadata are
processed by a renderer to generate a presentation suitable for
the playback configuration available at the decoder side.

The JOC parameters for object reconstruction are com-
puted and applied in a time- and frequency-varying manner,
enabled by a perceptually motivated separation of the object
and downmix signals into a set of non-uniform frequency
bands and a temporal framing. The intersection of a fre-
quency band and a temporal frame can be referred to as a
time-frequency tile and JOC parameters are computed for
each tile.

Let X be the time-frequency tile of the input object sig-
nals in a given filterbank or transform domain where each row
of X contains all samples for one object signal in that tile.
Define Y similarly for the downmix signals.

The basic object reconstruction, i.e., upmix, at the decoder
without decorrelation is given by the linear combination

X̂ = CY. (1)

The coefficient matrix C is of size N ×M and assumed here
to be real valued. With the definition of the sample covariance
matrices

Ruv = Re(UV∗), (2)

it is easy to show that the least squares problem for minimiz-
ing the total waveform error between X̂ and X has normal
equations CRyy = Rxy. In order to deal with the potential
singularity of Ryy, one can use a regularized solution such as

C = Rxy(Ryy + εI)−1, (3)

where ε ≥ 0 is a regularization constant and I is the identity
matrix of size M .

For challenging material, this object reconstruction method
can produce artifacts. The synthesized covariance R̂xx =
CRyyC

T has at most rank M < N , indicating that there can
be more correlation between the decoded objects than there
was between the original objects, which can manifest itself as
a spatial “collapse” of the rendered sound scene. Also, since
faithful reproduction of the energy of any linear combina-
tions of object signals in a time-frequency tile is equivalent to
R̂xx = Rxx, the linear combinations in the rendering process
can give rise to timbral distortion due to frequency dependent
energy errors if full covariance reconstruction is not achieved.

3. OBJECT DECORRELATION

3.1. Synthesis model

In order to better approximate the covariance structure of the
N object signals, a decorrelated signal contribution is added
to the upmix. Examples of decorrelator implementations can
be found in [5] and [7]. We assume that K decorrelators are
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Fig. 1. Block diagram of the upmix with decorrelation within
one time-frequency tile. The ∂ block performs separate decor-
relation of K signals and C, P ,Q are real matrices.

running and use the notation of a vector valued decorrelator
∂(·) which operates with a separate decorrelator on each of
its K input signals. These input signals are obtained as linear
combinations of the M downmix signals with weights from a
pre-decorrelator matrix Q of size K ×M . The K separately
decorrelated outputs are then upmixed and added to the N
object signals by means of a decorrelator upmix matrix P of
size N × K. The complete synthesis is illustrated in Fig. 1
and can be written as follows,

X̂ = CY + P ∂ (QY) . (4)

For the sake of the analysis, we define a decorrelator as
a 2-norm preserving operator whose output is orthogonal to
all other signals under consideration. Moreover, it is assumed
that the K decorrelators have pairwise orthogonal outputs. It
follows that the covariance of ∂ (QY) is the diagonal part Λ
of QRyyQ

T, and the synthesized covariance is

R̂xx = CRyyC
T + PΛPT, (5)

where PΛPT is the contribution from decorrelation. If Λ
is non-singular, this contribution can be matched to a target
positive semidefinite covariance Rw of rank at most K by
factorizing Rw = VVT with a N ×K matrix V and setting

P = VΛ−1/2. (6)

3.2. Example encoding algorithms

Even when the number of downmix channels M is given, the
number of decorrelators K and all the parameters in C and
P can be selected in a huge number of ways, resulting in
different balances between waveform and covariance recon-
struction.

In the cascaded approach, C is selected according to
(3). It is then easy to show that the covariance error ∆R =
Rxx −CRyyC

T is positive semidefinite. If the rank of ∆R
is not larger than the desired number of decorrelators K,
then the method of the previous section can be used directly
with Rw = ∆R to obtain full covariance reconstruction,
R̂xx = Rxx. If Ryy is non-singular and the downmix is
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created by a fixed matrix, Y = DX, then the rank of ∆R is
at most N −M . See [10] for proof in the channel-based case.

A different mathematically appealing approach in the
spirit of [14] is to aim for least squares waveform error sub-
ject to full covariance reconstruction. A closed form solution
to this problem, leading to a target Rw of rank at most N−M ,
is given in the appendix.

In both cases, K = N −M decorrelators can be used to
achieve full covariance reconstruction while maintaining opti-
mal waveform approximation properties. For a lower number
of decorrelators, it is natural to form an approximation to the
target Rw by using the eigenvectors corresponding to its K
largest eigenvalues.

When full covariance reconstruction is abandoned, a gain
compensation can be used to recover at least a total energy
match between X̂ and X in each time-frequency tile.

3.3. Choice of pre-decorrelator matrix

The purely covariance-based model of decorrelation would
allow us to use an arbitrary fixed pre-decorrelator matrix Q.
However, the output of an actual decorrelator resembles its
input and it is undesirable to add a decorrelated version of
one object to a different object. In channel-based upmix sys-
tems such as MPEG Surround [9], the fixed architecture of
the downmix process makes it easy to avoid the correspond-
ing spatial leakage, whereas the object position dependence
of the downmix in our case calls for a generalized guiding
principle:

If a decorrelator output signal contributes with a
large amount to an object signal, the input to that
decorrelator should receive a large contribution
from an approximation of that object signal.

A simple way to obey the principle is to let each recon-
structed object be a linear combination of an approximation
of the original object and a decorrelated version of that ap-
proximation. Assuming CY is a good approximation of the
object signals, this situation is obtained by setting Q = C
and using a diagonal P. The simplicity of this solution turns
out to be a challenge for the encoding process since it can
only furnish a positive diagonal decorrelator covariance con-
tribution PΛPT in (5). Another significant drawback is that
it cannot accommodate the upmix examples using fewer than
N decorrelators which were derived in Sec. 3.2.

A rule that adapts to a given number K of decorrelators
and follows the guiding principle is given by Q = PTC.
Here, each decorrelator, whose contribution to the object sig-
nals is distributed by the weights in a column of P, will be fed
by a linear combination of the estimated object signals with
weights equal to these upmix weights. In order to reduce the
risk of cancellations, we replace P with its element-wise ab-
solute value |P| and settle for the design choice

Q = |P|T C. (7)

Note that this pre-decorrelator matrix Q can be derived from
C and P in the decoder.

The simultaneous use of P for pre- and post-decorrelator
mixing requires some thought in the adjustment of the decor-
relator contribution to a given target Rw = VVT in (6). For-
tunately, it is easy to show that if B is the diagonal part of
|V|T CRyyC

T |V|, then using Λ = B1/2 in (6) is consistent
with the definition of Λ as the diagonal part of QRyyQ

T.

4. RESULTS

To study the performance of the proposed method as a func-
tion of the number K of decorrelators, a MUSHRA listening
test [15] was conducted for a set of 13 critical test items of
object-based immersive content described in Tab. 1 of [3].
To focus on the effect of the object reconstruction method
in Fig. 1, some aspects required for a practical coding sys-
tem were omitted. In particular, the downmix signals were
directly sent to the decoder without perceptual audio cod-
ing. The content was processed by an immersive interchange
translation process [1] to generate N = 7 objects as input to
the encoder. The encoder then generated an adaptive down-
mix with M = 3 downmix channels as described in Sec. 2.4
of [3]. Four different joint object coding configurations were
compared in the test, using no decorrelation, or K = 1, 2,
or 4 decorrelators. The cascaded approach of Sec. 3.2 was
used including total energy match gain compensation. The
parameters C and P sent as side information were quantized
and coded. The average side information rate for the particu-
lar choice of parameter bands and temporal framing for these
parameters was 8, 11, 14, and 20 kb/s for the configurations
with 0, 1, 2, and 4 decorrelators, respectively.

The 7 objects reconstructed by the decoder were rendered
for playback on a 7.1.4 immersive speaker configuration, and
a 7.1.4 rendering of the 7 input objects was used as the open
and hidden reference in the listening test and to generate the
3.5 kHz lowpass anchor. The test results of 10 subjects which
passed pre- and post-screening are shown in Fig. 2.

On average over all items, the system with K = 1 decor-
relator performs significantly better than the system without
decorrelation (K = 0). Increasing the number of decorre-
lators beyond K = 1 did not result in any further improve-
ment of the average performance in this experiment. The
system with 4 decorrelators even tends to perform on aver-
age slightly worse that the systems with 1 or 2 decorrelators.
A possible explanation is that actual decorrelators can gen-
erate artifacts. Hence, a partial reconstruction of the object
covariance might sound better than a full reconstruction that
requires more decorrelator contributions.

Studying the per-item results, it can be seen that items
dominated by wide and ambient sounds like jungle ambience
(item 6) and rainfall (item 8) show the largest improvements
when decorrelators are added. Note also that for some items
(like item 5, dominated by dialog with strong cave reverbera-
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Fig. 2. MUSRHA listening test results for joint object coding of N = 7 objects using M = 3 uncoded downmix channels with
K = 0, 1, 2, and 4 decorrelators for 13 critical items rendered for playback on an immersive 7.1.4 loudspeaker configuration
showing mean and 95% CI for 10 subjects. The right panel shows the average over all 13 items on an enlarged scale.

tion), the system with 2 decorrelators performs clearly better
than the system with 1 decorrelator.

The object decorrelation method presented here has also
been tested in a real-world audio codec where, depending on
target bit rate, 11 to 15 objects were conveyed using 1 to 3
decorrelators in the decoder. The MUSHRA listening test re-
sults in Sec. 4 of [3] show the performance for critical object-
based immersive test items rendered for playback on an im-
mersive 7.1.4 loudspeaker configuration. On the MUSHRA
scale, excellent quality is achieved at a total rate of 384 kb/s,
and even at 192 kb/s, the quality is in the upper half of the
good-range.

5. CONCLUSIONS

This paper introduced an approach to improve the perfor-
mance of joint audio object coding by adding one or more
decorrelators to the decoding process. A theoretical basis was
presented and listening test results indicate that already the
introduction of a single decorrelator can result in a significant
improvement of the subjective quality. This study presents
to our knowledge the first attempt of adding decorrelation
directly in the object domain. The method is part of the ad-
vanced joint object coding tool in the Dolby AC-4 system
standardized by ETSI [11, 16].

6. APPENDIX

A claim from Sec. 3.2 is proven here. Let tr{M} be the trace
of a square matrix M and let R1/2 denote the unique positive
definite square root of a positive definite matrix R.

Theorem 1. Assume that the covariances Rxx,Rxy,Ryy are
all of full rank. Then a solution to R̂xx = Rxx minimizing the
Frobenius norm ‖X̂−X‖2F is obtained by using

C = R1/2
xx FR−1/2

yy (8)

where F = A(ATA)−1/2 and A = R
1/2
xx RxyR

−1/2
yy .

Furthermore, the required decorrelator contribution
Rw = Rxx −CRyyC

T has rank at most N −M .

Proof. One observes that a full covariance reconstruction
R̂xx = Rxx implies that the total reconstruction error can
be simplified to ‖X̂ − X‖2F = tr{(X̂ − X)(X̂ − X)∗} =
2 tr{Rxx} − 2 tr{CRyx}.

By defining Ỹ = R
−1/2
yy Y, X̃ = R

−1/2
xx X, and C̃ =

R
−1/2
xx CR

1/2
yy , the problem transforms into maximizing

tr{CRyx} = tr{C̃TA} under the constraint R̃w = I −
C̃C̃T ≥ 0. The latter condition is equivalent to the operator
2-norm bound ‖C̃‖2 ≤ 1. To conclude the proof of (8) it is
sufficient to show that C̃ = F solves this problem.

To see this, the central tool is Hölder’s inequality for
Schatten norms [17], which gives that

tr{C̃TA} ≤ ‖C̃‖2 tr{(ATA)1/2}. (9)

With ‖C̃‖2 ≤ 1, it follows that tr{C̃TA} ≤ tr{(ATA)1/2}
and it is easy to check that this upper bound is achieved by
C̃ = F, which satisfies ‖F‖2 ≤ 1 since FTF = I.

Finally, the latter identity also implies that R̃w = I −
FFT ≥ 0, and since FFTA = A, the M -dimensional range
of A is in the null-space of R̃w, which implies the desired
rank bound since Rw = R

1/2
xx R̃wR

1/2
xx .
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Hellmuth, Jonas Engdegård, Johannes Hilper, Lars
Villemoes, Leon Terentiv, Cornelia Falch, Andreas
Hölzer, Marı́a Luis Valero, Barbara Resch, Harald
Mundt, and Hyen-O Oh, “MPEG Spatial Audio Object
Coding — the ISO/MPEG standard for efficient coding
of interactive audio scenes,” J. Audio Eng. Soc, vol. 60,
no. 9, pp. 655–673, 2012.

[3] Heiko Purnhagen, Toni Hirvonen, Lars Villemoes, Jonas
Samuelsson, and Janusz Klejsa, “Immersive audio de-
livery using joint object coding,” in Audio Engineering
Society Convention 140, May 2016.

[4] Christof Faller and Frank Baumgarte, “Binaural cue
coding: A novel and efficient representation of spatial
audio,” in Proc. IEEE Int. Conf. Acoustics, Speech, Sig-
nal Processing (ICASSP), May 2002.

[5] Jeroen Breebaart, Sascha Disch, Christof Faller, Jürgen
Herre, Johannes Hilpert, Kristofer Kjörling, Francois
Myburg, Heiko Purnhagen, and Erik Schuijers, “The
reference model architecture for MPEG Spatial Audio
Coding,” in Audio Engineering Society Convention 118,
May 2005.

[6] Robbert G. van der Waal and Raymond N.J. Veldhuis,
“Subband coding of stereophonic digital audio signals,”
in Proc. IEEE Int. Conf. Acoustics, Speech, Signal Pro-
cessing (ICASSP), Apr. 1991.

[7] Heiko Purnhagen, Jonas Engdegård, Jonas Rödén, and
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