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ABSTRACT

Moderate and severe reverberation reduce speech intelligibility as
a result of the overlap-masking effect, which constitutes the simul-
taneous observation of multiple delayed and attenuated copies of
the speech signal. Recent progress has been made in ameliorating
the degradation in intelligibility by adaptively controlling the signal
gain as a function of both the signal statistics and the properties of
the environment. While the intelligibility gain is at present small, it
is significant and serves as a clear indication that reduced masking
in non-stationary portions of the signal, under appropriate smooth-
ness constraints, correlates well with an increase in intelligibility. A
multi-modal modification framework is expected to improve perfor-
mance further by i) introducing additional means to reduce masking
in designated portions of the speech signal and ii) reducing signal
distortion introduced by the use of a single modification modality.
In particular we consider the combination of adaptive gain control
and local time-warp dependent on the gain modification. A listen-
ing test shows that the proposed approach outperforms linear time
warp. Objective validation results provide additional insight into the
specifics of the proposed multi-modal modification approach.

Index Terms— speech intelligibility, reverberation, speech
modification, power dynamics recovery, time warp

1. INTRODUCTION

Normal-hearing listeners exhibit high robustness to mild and mod-
erate reverberation. As reverberation time, a characteristic of the
environment describing the decay rate of reverberation power, in-
creases beyond the one second threshold, a measurable intelligibility
degradation occurs [1, 2]. In addition, excessive signal energy levels,
caused by signal reflections, can become the cause of low listening
comfort. High levels of reverberation are more commonly observed
in large acoustic environments such as shopping malls, hotel lobbies,
airport halls and tunnels. These can degrade the usability of public
announcement and disaster prevention systems. In this work we con-
sider the design of a multi-modal signal modification approach for
improved speech intelligibility under reverberation.

The impulse response of a room consists of three components:
direct path (shortest path if no direct path between speaker and lis-
tener exists), early reflections (ER) and late reverberation (LR), e.g.,
[3]. ER span a short window after the arrival of the direct signal
and are not considered to be detrimental to intelligibility due to high
correlation with the direct-path signal. LR, on the other hand, is in-
duced by signal portions with larger time separation from the direct
path signal. The lower correlation between the two implies that LR
is the primary cause of intelligibility degradation. Unlike ER that
depend strongly on the hall geometry and the positions of the talker
and the listener, LR is diffuse and can be modeled statistically [4].

A number of intelligibility enhancing speech modifications for
reverberant environments, which preserve the time scale, can be
found in the literature. These range from modulation enhancement
filtering [5], to steady state suppression [2] and room impulse re-
sponse reshaping [6]. In practice, there is limited evidence for the
effectiveness of these methods under strong reverberation.

A subset of methods addresses the joint effect of noise and rever-
beration. A perceptual distortion measure is optimized for a band-
based gain modification in [7]. A similar modification strategy opti-
mizing an augmented variant of the speech intelligibility index (SII)
[8] is proposed in [9]. SII optimization by spectral shaping and dy-
namic range compression for noise and reverberation is studied in
[10]. The first two methods are validated subjectively in contexts
where degradation is largely dominated by the noise.

Time scale modifications improve intelligibility at the cost of
reducing the information transfer rate. Zero-padding in the steady
state is considered in [11], while linear time-scaling is employed in
[12, 13]. Manual adjustment of the pause duration and time scale
factors in these methods prevents context awareness and scalability.
A multi-modal signal modification approach comprising gain adjust-
ment, time scaling and pause insertion is proposed in [14]. Similarly,
the degree of modification in each components is set manually.

Previously we showed that adaptive gain control (AGC) en-
hances intelligibility by increasing the signal-to-late-reverberation
ratio (SLRR) in non-stationary portions of the speech signal under
a smoothness constraint [15]. This result is interpreted in terms of
the relative importance of signal segments with low predictability
to intelligibility. The method increases or decreases signal power
adaptively, as a function of the reverberation level and the degree
of signal non-stationarity. We now consider the combination of
AGC and time warp (TW) as a means to achieving additional SLRR
increase in signal regions important for intelligibility.

Deriving an optimal, in some sense, degree of TW is an attrac-
tive but challenging objective. Joint optimization with the power
gain is impractical. More generally, optimizing SLRR for the degree
of TW would incur an algorithmic delay due to the need for a look-
ahead window. A less sophisticated but more tangible alternative is
to induce TW in response to the outcome of the gain optimization.
In particular, stretching the time when signal power decreases un-
der strong reverberation (typically observed in stationary portions of
the signal) allows for additional decay of the reverberation power.
In turn, SLRR in upcoming non-stationary portions of the signal is
expected to increase. We validate this strategy objectively and show
that the degree of TW adapts smoothly to the LR power level. A lis-
tening test verifies that the proposed combination of AGC and TW
(AGCTW) outperforms linear time warp (LTW) of the signal.

The remainder of this paper is organized as follows. The
methodology is summarized in Section 2. A practical system imple-
mentation is described in Section 3. Validation results are given in
Section 4 followed by conclusions.
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2. METHODOLOGY

Section 2.1 summarizes key aspects of AGC. The TW operation and
its interaction with AGC are discussed in Section 2.2.

2.1. Power gain optimization

AGC is based on an input-output power mapping derived as the min-
imizer to the distortion criterion

η =
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fX (x|b) dx, (1)

where x is the (instantaneous) power of the input (natural speech)
signal, y is the power of the output (modified) signal, l is the LR
power, α and β determine the range of interest and b is the shape
parameter in the probability density function of x. The first additive
term under the integral is a distortion measure and the second term is
a penalty on the signal gain weighted by a simple polynomial func-
tion of the LR power [15]. The distortion measure characterizes the
deviation of the power dynamics of the signal, in the presence of an
additive distortion, from the dynamics of clean speech.

We thus assume that LR can be modeled as uncorrelated additive
noise. This is a strong assumption which works well in practice
due to the time separation of the current instant from the signal past
responsible for the LR signal. The second power over l in the penalty
leads to an inversion of the modification direction for sufficiently
large l due to the rapidly increasing importance of the penalty.

The optimal solution comes in the polynomial form

y (x) = c1x+ c2x
b +

l

2b
(lλ− 2b) , (2)

where c1 and c2 are determined from the boundary conditions:

y (α) = α (3) y′ (ψ) = ρ. (4)

ρ is further parametrized as ρ = ςl, ς ∈ (0, 1) to ensure that the
signal remains unchanged in the absence of reverberation.

The power mapping in (2) is readily calibrated to change mod-
ification direction at a particular maximum boosting power (MBP),
defined as the crossing point between y (x) and y = x. The short
notation for the Lagrange multiplier λ producing the desired behav-
ior is λ̃. The reverberation power l̃ at which this MBP is achieved is
l̃ = b/λ̃. The behavior of the mapping is illustrated in Figure 1.

Fig. 1: Power mapping functions for λ = λ̃ and several values for l.
Note the rapid decrease in MBP for l > l̃.

To prevent over-emphasis in stationary regions, and excessive
suppression in non-stationary ones, the value of λ is adjusted to re-
flect the degree of non-stationarity ξ. Finally, the signal gain g =√
y/x is smoothed adaptively to produce ǧ, which prevents intelligi-

bility degradation from rapid gain fluctuations.

2.2. Time warping

When power suppression occurs under the condition l > l̃, an at-
tempt is made to warp the time scale locally. The signal is extended
by superimposing (using complementary windows) a segment from
the past of the waveform with the latest frame. Similar to waveform
similarity overlap and add (WSOLA) [16], the optimal lag is identi-
fied as the highest peak in the correlation function Ryy (k) where:

Ryy [k] =

N∑
n=1

y [n−N ] y [n− k] , (5)

and N is a suitably chosen window size. The optimal lag is:

k∗ = argmax
k∈{K1, K2}

Ryy [k] , (6)

sbj. to r̄1 < Ryy[k∗]/Ryy [0] < r̄2

where K1 and K2 bound the search interval and the constraint on
the peak value ensures a high degree of smoothness.

An additional constraint is introduced to prevent excessive
warping of the speech signal which may result in robotic-sounding
speech, i.e., repetition of speech segments with low variability. This
objective is achieved by ensuring a minimum time separation Ttw

between the current instant, denoted by t and the instant at which the
previous time warp, denoted by tptw, was initiated. The complete
set of constraints taken into consideration is illustrated in Figure 2.

Fig. 2: Complete condition set for warping the local time scale.

To prevent distortion from warping the time scale based on cor-
relation analysis in the domain of the gain-modified signal, the input
(natural) signal is used instead. For optimal performance, the signal
extension resulting from TW is gain-optimized.
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Fig. 3: Operation diagram of AGCTW.

3. SYSTEM DESIGN

To validate the effectiveness of the proposed methodology, a practi-
cal system implementation is considered next. A signal flow diagram
is given in Figure 3. Generally, instantaneous measures are approxi-
mated by frame-based estimates. The key differences from previous
work, in the context of AGC, are the presence of an input buffer
where the time scale is modified, and an associated time-warp con-
trol module. A further difference from [15] is the use of an advanced
reverberation model as discussed in Section 3.1.

3.1. Late reverberation model

The experimental validation in [15] relied on simulating rever-
beration using the source-image method under the assumption of
frequency-independent reverberation time RT60. The flatness of the
room response results in reverberant speech, which is less intelligi-
ble than what can be expected from a real-world environment due to
increased masking in the high frequency range.

In this work we similarly simulate reverberation using the source
image method but based on a model that introduces frequency-
dependent reverberation time and diffuse reflections [17]. The
dependence of RT60 on frequency is implicitly affected by the
choice of frequency-dependent reflection coefficients.

To simulate environments with different levels of reverberation
for a hall with fixed dimensions, a realistic choice for the construc-
tion material used in all six reflective surfaces is made first. The dif-
fuse reflections coefficient (assuming a single value for all reflective
surfaces) is then modified to obtain a range of impulse responses.
The direct sound in all cases has the same power based on a constant
distance between the source and the receiver but the ER and LR ener-
gies change. For brevity of notation we denote the energy of the late
part of the impulse response by LIREN. To facilitate the evaluation,
the delay and magnitude of each impulse response is normalized to
the direct sound.

Regarding LR estimation for the operation of AGCTW, we in-
voke the diffuseness property and use the LR part of a RIR recording
from the same hall based on different source and receiver locations.
An alternative approach is to use blind estimation, e.g., [4]. To pre-
serve the source-target distance, and respectively SLRR for given
diffusion and reflection coefficients, the new location coordinates are
obtained by rotating the reference coordinates (source and receiver)
around the center of the floor plane using the rotation matrix:

R =

 cos(θ) −sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 , (7)

where θ is the rotation angle in radians.

4. EXPERIMENTS

The experimental set-up considered throughout the evaluation as-
sumes hall dimensions 20m×30m×8m, with reference source and
receiver locations {10m, 5m, 3m} and {10m, 25m, 1.8m} respec-
tively. The hall surfaces are: unglazed brick (back), plaster-gypsum
(front, left and right), parquet on concrete (floor) and poured con-
crete (ceiling) [18]. The humidity in the hall is 42 % and the temper-
ature is 20◦ C. Both the source and the receiver locations are rotated
by − 15◦ to obtain the test positions. The LR model comes from a
RIR measurement made for a rotation angle of 30◦.

The remaining parameters, not covered by, or different from
AGC in [15] are listed below. The search range for the optimal cor-
relation lag k∗ corresponds to a pitch range of 50 − 320 Hz and
accommodates a large pool of speakers. r̄1 = 1/2 and r̄2 = 3/2
were found to provide a sufficient degree of smoothness in the TW
speech. N (the correlation window length) is set to the duration of
the frame. With regard to the system set-up used for generating the
material for the listening test, the AGC parameters controlling the
degree of gain smoothing when signal power is increased (U) or de-
creased (D) are set to U = 1.1 and D = 0.25. Higher degree of
smoothness, compared to [15], was thus allowed in view of the pres-
ence of an additional modification modality. Two different values
for Ttw are considered to demonstrate the flexibility of the system.

Considering the newly introduced frequency dependence of
RT60 we simplify the notation by only listing the value of LIREN
instead of all reflection and diffusion coefficients. For reference
purposes, LIREN = 71.7 for RIR was used in [15].

4.1. Objective Evaluation

The dependence of the extent of TW on the level of reverberation is
illustrated in Figure 4. Two values are considered for the parameter

Fig. 4: Average signal elongation as a function of LIREN.
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Fig. 5: ξ-SLRR (dB) in the U−D space for LIREN = 85.

Ttw. In the less restrictive case it is set to the duration of the signal
extension resulting from TW at a particular point in time Ted. In
the more restrictive case the buffer is increased by the duration of a
signal frame Tfr. In both cases U = 1.1 and D = 0.25. We note
the smooth dependece of the extent of TW on LIREN.

The non-stationarity-weighted SLRR (ξ-SLRR) measurements
given in Figure 5 provide an objective perspective of the modifi-
cation success in reducing masking by late reverberation in non-
stationary regions of the signal. This measure correlates well with
subjective results when the gain modification is sufficiently smooth
[15]. Each point from the grid of values in the U-D space is an av-
erage over thirty sentences. Notably AGCTW (Ttw = Ted + Tfr)
outperforms AGC justifying the proposed TW criterion. LTW, us-
ing WSOLA, outperforms both natural speech (NAT), which is an
expected result, and TW - an internal reference based on AGCTW
excluding the gain control. The reverberation condition used for this
simulation is LIREN = 85.

Figure 6 shows the natural, linearly-time-warped and AGCTW-
modified (Ttw = Ted + Tfr) waveforms for one speech utterance
and U = 1.1, and D = 0.25. AGCTW visibly decreases the
signal energy and modifies the power dynamics in accord with the
AGC objective, i.e., the gain is adjusted in response to both the level
of late reverberation and the degree of signal non-stationarity.

Fig. 6: Natural and modified speech waveforms for LIREN = 85.

Fig. 7: Word recognition rates (WRR) from a listening test.

4.2. Subjective Evaluation

A listening test was conducted to supplement the objective vali-
dation results. The intention was to reproduce the level of diffi-
culty achieved in the listening test from [15]. The difference be-
tween the two reverberation models, namely frequency-independent
vs. frequency-dependent reverberation time, poses a challenge in
this respect. The energy of the late part of the impulse response, in
the current scenario, was increased to LIREN = 85 to offset the
intelligibility increase due to lower reverberation times in the higher
frequency range.

AGCTW used the restrictive constraint Ttw = Ted + Tfr

resulting in an average (over all test sentences) elongation of 10.8 %.
The time scaling factor in LTW was fixed accordingly. The objective
of the test was, thus, not maximum intelligibility gain but rather an
evaluation in a test point where the improvement of AGCTW over
LTW could be measured with a small number of subjects.

Nine native (British) English listeners took part in the evalua-
tion. The subjects were paid for their participation. All sentences
were power equalized to facilitate comparison. The material was
presented diotically, in a silent room, using a pair of Audio-technica
ATH-M50x headphones. A training session with 20 sentences famil-
iarized the participants with the task and provided a possibility for
volume adjustment. The test material contained 150 Harvard sen-
tences (50 sentences per method) from [19]. Sentence-set-to-method
allocation and method presentation order were randomized.

Word recognition rates (WRR) were computed for each sen-
tence based on a single presentation and counting key words only
[20]. Mean WRRs over all subjects and standard errors are shown
in Figure 7. Both LTW and AGCTW outperform significantly NAT
(p < 0.01, Student’s t test), while AGCTW outperforms signifi-
cantly LTW (p < 0.05).

5. CONCLUSIONS

A bi-modal speech modification approach based on the combina-
tion of adaptive gain control and time warp enhances intelligibility
significantly under strong reverberation at a modest signal duration
increase. The method outperforms linear time warp for the same
average duration and, unlike its counterpart, determines the extent
of time warp autonomously. Both the gain and the time-scale ad-
justment adapt continuously to the acoustic environment resulting
in scalability. Further significant improvement is expected from ex-
tending the operation of the gain controller to multiple bands.
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