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ABSTRACT
The relationships between the amplitude and phase of the
short-time Fourier transform (STFT) are investigated. By
choosing the Gaussian window for the STFT, we reveal that
the group delay and instantaneous frequency of each signal
segment, both of which are derived from the phase by defi-
nition, can also be explicitly linked with the amplitude. As a
result, the amplitude and phase can also be linked through the
group delay or instantaneous frequency without making any
assumptions for the phase property of the target signals, e.g.,
minimum, maximum, or linear phase. The theoretical basis is
also confirmed in numerical simulations.

Index Terms— Short-time Fourier transform, amplitude,
phase, group delay, instantaneous frequency

1. INTRODUCTION
The short-time Fourier transform (STFT) is a typical tool for
analyzing or modifying speech or audio signals. In many
cases of signal reconstruction based on the STFT analysis,
modification, and synthesis, e.g., speech enhancement, only
the amplitude of the complex-valued output of the STFT is
mostly focused upon [1, 2, 3]. However, the importance of
the phase properties of the STFT has also been recognized
[4, 5, 6, 7], and several methods that take phase into account
have been developed [8].

The redundancy of STFT representation with overlapped
signal segments introduces some dependence between its am-
plitude and phase. This dependence makes it helpful to de-
velop signal-reconstruction algorithms that modify both the
amplitude and phase or complex-valued output of the STFT
[9, 10, 11, 12]. However, the dependence between the ampli-
tude and phase has not necessarily been revealed in explicit
forms. Some of the algorithms are based on the iterative op-
eration proposed by Griffin and Lim [13, 14, 15, 16]. The
iterative approach, which modifies the STFT spectrogram it-
eratively after every synthesis and analysis operations of the
STFT, does not require explicit relationships between the am-
plitude and phase, but it minimizes the inconsistency of STFT
spectrograms before and after the synthesis and analysis iter-
ations [15].

By focusing on the models of the signals, particular
relationships between the amplitude and phase are assumed.
Phase-reconstruction algorithms based on the harmonic struc-
ture of voiced speech were proposed by Krawczyk and Gerk-
mann [17] and Mowlaee and Kulmer [18]. Sugiyama and

Miyahara [19] proposed a tapping-noise suppression algo-
rithm based on the idea of randomizing the phase when
impulsive noise is detected. The sparseness of the signals
was also taken into account by Eldar et al [16].

In this paper, we explicitly introduce a set of relationships
between the amplitude and phase of the STFT, which might
be implicitly exploited in conventional iterative algorithms.
Our goal is to find the relationships that are not limited to
particular signal models and to contribute to the development
of further improved signal-reconstruction algorithms. How-
ever, it is indeed difficult to find such relationships for the
general STFT structure. Thus, we consider a particular case
in which the Gaussian window is chosen for the STFT op-
eration. By exploiting the property of the Gaussian window,
we show that the group delay and instantaneous frequency
of each signal segment, both of which are derived from the
phase by definition, can also be explicitly linked with the am-
plitude without depending on signal models. Consequently,
the amplitude and phase are also directly linked through the
group delay or instantaneous frequency. Yegnanarayana et
al. [20] showed an explicit relationship between the ampli-
tude and phase through cepstral coefficients. However, this
relationship holds only in the case in which the minimum or
maximum phase signals are applied. Krawczyk and Gerk-
mann [17] took into account the linearity of the phase across
time in their phase-estimation algorithm for voiced speech.
Similarly, Mowlaee and Kulmer [18] took into account the
smoothness of the phase across time and frequency for voiced
speech enhancement. Sugiyama and Miyahara [19] also took
into account the linearity of the phase across frequency in
their tapping-noise suppression algorithm. In contrast to these
approaches, our theoretical basis is derived without any sig-
nal models. Therefore, it is not theoretically limited to signals
with a minimum, maximum, or linear phase property.

2. EXPLICIT LINK OF AMPLITUDE AND PHASE

In this section, we investigate how the amplitude and phase of
the STFT are linked together due to the redundant represen-
tation of the STFT. We consider the continuous STFT:

Xt,ω =

∫ ∞

−∞
wτ−txτe

−jω(τ−t+T
2 )dτ, (1)

wherexτ is a time-domain signal,wτ−t is the sliding win-
dow function that focuses on the signal around timeτ = t,
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andXt,ω is the complex-valued STFT output as a function of
time t and angular frequencyω. The origin of the time axis
for the Fourier transform is modified asτ = t − T

2 , so it be-
comes compatible with the discrete time version based on the
discrete Fourier transform (DFT), where the focusing range
T corresponds to the DFT window length. The derivatives
of Xt,ω along time and angular frequency can be respectively
obtained as follows,

∂Xt,ω

∂t
=

∫ ∞

−∞

∂wτ−t

∂t
xτe

−jω(τ−t−T
2 )dτ

+jω

∫ ∞

−∞
wτ−txτe

−jω(τ−t+T
2 )dτ

=

∫ ∞

−∞

∂wτ−t

∂t
xτe

−jω(τ−t+T
2 )dτ + jωXt,ω, (2)

∂Xt,ω

∂ω
=−j

∫ ∞

−∞

(
τ − t− T

2

)
wτ−txτe

−jω(τ−t−T
2 )dτ

=−j
∫ ∞

−∞
(τ−t)wτ−txτe

−jω(τ−t−T
2 )dτ−j

T

2
Xt,ω.(3)

To eliminate the integral terms ofxτ from Eqs. (2) and (3),
we choose the Gaussian window aswτ−t,

wτ−t = e−
(τ−t)2

2σ2 . (4)

Then its derivative along time becomes

∂wτ−t

∂t
=

(τ − t)

σ2
e−

(τ−t)2

2σ2 , (5)

whereσ is a standard deviation. By substituting Eq. (4) into
Eq. (3) and Eq. (5) into Eq. (2), the following equation is
obtained,

σ2 1

Xt,ω

∂Xt,ω

∂t
− j

1

Xt,ω

∂Xt,ω

∂ω
− jσ2ω +

T

2
= 0. (6)

Now, the log ofXt,ω and its derivatives along time and angu-
lar frequency can also be expressed respectively by using the
amplitudeAt,ω and phaseϕt,ω of Xt,ω as

logXt,ω = logAt,ω + jϕt,ω, (7)
∂ logXt,ω

∂t
=

1

Xt,ω

∂Xt,ω

∂t
=

∂ logAt,ω

∂t
+ j

∂ϕt,ω

∂t
, (8)

∂ logXt,ω

∂ω
=

1

Xt,ω

∂Xt,ω

∂ω
=

∂ logAt,ω

∂ω
+ j

∂ϕt,ω

∂ω
. (9)

By using Eqs. (8) and (9), Eq. (6) becomes[
σ2 ∂logAt,ω

∂t
+
∂ϕt,ω

∂ω
+
T

2

]
︸ ︷︷ ︸

real part

−j
[
∂logAt,ω

∂ω
−σ2 ∂ϕt,ω

∂t
+σ2ω

]
︸ ︷︷ ︸

imaginary part

=0.

(10)
From the real and imaginary parts of Eq. (10), the group de-
lay GDt,ω and instantaneous frequency IFt,ω are respectively

given as

GDt,ω = −∂ϕt,ω

∂ω
= σ2 ∂ logAt,ω

∂t
+

T

2
, (11)

IFt,ω =
1

2π

∂ϕt,ω

∂t
=

1

2πσ2

∂ logAt,ω

∂ω
+

ω

2π
. (12)

Equations (11) and (12) show that the group delay and instan-
taneous frequency, both of which are linked with the phase
by definition, are also explicitly linked with the amplitude.
Therefore, the group delay and instantaneous frequency can
be calculated from amplitudeAt,ω without obtaining un-
wrapped phaseϕt,ω. Note that, since the redundant property
of the STFT representation is not limited to the case in which
the Gaussian window in Eq. (4) is chosen, some links other
than Eqs. (11) and (12) would be obtained in other cases,
though they might be more complicated than Eqs. (11) and
(12). Consequently, the following links between phase and
amplitude are obtained from Eqs. (11) and (12). The prop-
erty of phaseϕt,ω can be estimated from the information of
amplitudeAt,ω by using

ϕt,ω = −σ2

∫
∂ logAt,ω

∂t
dω − T

2
ω + C1, (13)

or

ϕt,ω =
1

σ2

∫
∂ logAt,ω

∂ω
dt+ ωt+ C2. (14)

On the contrary, the property of amplitudeAt,ω can be esti-
mated from the information of phaseϕt,ω by using

logAt,ω = − 1

σ2

∫
∂ϕt,ω

∂ω
dt− Tt

2σ2
+ C3, (15)

or

logAt,ω = σ2

∫
∂ϕt,ω

∂t
dω − σ2ω2

2
+ C4, (16)

though phaseϕt,ω is required to be unwrapped.
To confirm the above relationships in practice, their dis-

crete time versions are necessary, and some boundary condi-
tions are required to determine the constants of the integrals
C1, C2, C3, andC4. We discuss these issues in the following
sections.

3. APPROXIMATION FOR DISCRETE STFT

According to the relationships derived in the previous sec-
tion, we now give examples of their discrete time versions.
As mentioned in the previous section, the estimation of am-
plitudeAt,ω based on Eq. (15) or (16) requires phaseϕt,ω to
be unwrapped, and this unwrapping is a nonunique process.
Therefore, we concentrate here on approximating amplitude-
based estimation processes for group delayGDt,ω with Eq.
(11), instantaneous frequencyIFt,ω with Eq. (12), and phase
ϕt,ω with Eq. (13) or (14).

Timet and angular frequencyω are discretized by the dis-
crete time indexn and discrete angular frequency indexk,

t =
n

fs
, (17)

ω =
2πkfs
N

, (18)
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wherefs is the sampling frequency, andN is the number of fi-
nite length window samples and also corresponds to the point
number of DFT. The focusing rangeT in Eq. (1) is used as
the window truncation range,

T =
N

fs
. (19)

Since our aim is to numerically confirm the theoretical basis,
we consider a case in which the DFT analysis is applied to
every one-sample-shifted segment, i.e.,N − 1 samples are
overlapped.

· Group delay estimated from amplitude

In Eq. (11), the derivative oflogAt,ω is approximated by
the symmetric difference quotient. As a result, an estimate of
group delay GDn,k can be calculated as

ĜDn,k =
σ2fs
2

log
An+1,k + δ

An−1,k + δ
+

N

2fs
, (20)

whereδ is a small positive constant introduced for numerical
stability.

· Instantaneous frequency estimated from amplitude

For Eq. (12), an estimate of instantaneous frequency IFn,k

can be calculated as

ÎFn,k =
N

8π2σ2fs
log

An,k+1 + δ

An,k−1 + δ
+

kfs
N

. (21)

· Phase estimated from amplitude

In Eq. (13), the derivative oflogAt,ω is approximated by the
symmetric difference quotient, and the integral of the deriva-
tive is approximated by the trapezoidal rule. As a result, an
estimate of phase atn can be calculated by the recursive equa-
tion of k,

ϕ̂n,k = ϕ̂n,k−1 −
πσ2f2

s

2N
log

An+1,kAn+1,k−1 + δ

An−1,kAn−1,k−1 + δ
− π.

(22)
Since we assume thatxn is the real-valued signal, the initial
valueϕ̂n,0 is0 orπ. We give information on how to determine
initial value ϕ̂n,0 in the next section. When the recursive op-
eration starts fromk = 0, the errors that accumulate during
the estimation may increase in higher frequency bands.

Similarly, Eq. (14) can be approximated as follows. In
this case, an estimate of phase atk can be calculated by the
following recursive equation ofn,

ϕ̂n,k = ϕ̂n−1,k +
N

8πσ2f2
s

log
An,k+1An−1,k+1 + δ

An,k−1An−1,k−1 + δ
+

2πk

N
.

(23)
Initial value ϕ̂0,k can be set to0 if there is no signal at the
starting point. However, the errors that accumulate during
the estimation may become severer than those with Eq. (22),
because time indexn can be much larger than the frequency
indexk.

Note that, although sampling frequencyfs appears in Eqs.
(22) and (23), the phase estimateϕ̂n,k does not depend onfs.
This is becauseσ2 is chosen to be in inverse proportion tof2

s .
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Fig. 1. Results of group-delay estimation. (a) Given impulse
signal. (b) Estimated group-delay properties.

4. NUMERICAL SIMULATIONS

In this section, we explain some simulation results to demon-
strate the numerical behavior of the theoretical relationships
in Eqs. (11) to (14) by using their approximated discrete time
versions obtained in Sec. 3. Although there are several fac-
tors that affect the approximation accuracy of the discrete ver-
sions, we here show the dependence on the window shape of
σ = 1.25 or 2.5 ms for a fixed window length ofN = 512.
The shift size of the analysis segment was fixed to one sam-
ple. The sampling frequency was chosen asfs = 16 kHz
throughout the simulations.

· Group-delay estimation by amplitude

Figure 1 shows the group-delay properties estimated from
the amplitude of the STFT of the impulse signal by using
Eq. (20). The estimated group delays did not depend on
frequency indexk due to the amplitude property of the im-
pulse signal. When the window covered the impulse signal,
the values of the estimated group delay almost linearly de-
creased as expected. However, there were unexpected errors
for σ = 2.5 ms due to negligible window edges. Even during
the period when the window covered no signal, the group de-
lay was uniquely calculated as 16 ms, which corresponds to
the expectation of the delay time of the Gaussian window of
N = 512 with fs = 16 kHz.

· Instantaneous-frequency estimation by amplitude

Figure 2 shows the instantaneous-frequency properties esti-
mated from the amplitude of the STFT by using Eq. (21).
The applied signal was generated as

xn =

7∑
m=1

sin

(
2π1000mn

fs

)
. (24)

Each frequency component was properly detected at the cor-
responding DFT bins. In this case, unexpected errors were
observed forσ = 1.25 ms.

· Phase estimation by amplitude

The phase properties were estimated using Eq. (22) or (23)
for the given amplitude spectrograms obtained respectively
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Fig. 2. Results of instantaneous-frequency estimation. (a)
σ = 1.25 ms. (b)σ = 2.5 ms.

Table 1. SDRs of reconstructed signals with true amplitude
and estimated phase.

with Eq. (22) with Eq. (23)
Male Female Male Female

σ = 1.25 ms 19.4 dB 15.1 dB -0.69 dB -0.24 dB
σ = 2.5 ms 10.9 dB 7.65 dB -0.56 dB -0.69 dB

from the actual male and female speech signals, and the sig-
nals were reconstructed using the given amplitude and esti-
mated phase. In the simulations, initial valueϕ̂n,0 was set to
the same value of the true phase, in order to concentrate on
evaluating the potential performance of the theoretical basis.
However, we give a practical clue of how to detect the phase
alternations between 0 andπ. As shown in Fig. 3, the alterna-
tions of the true phase were highly synchronized with spikes
of the estimated group delay.

Table 1 lists the evaluation results of the signal-to-
distortion ratios (SDRs) for the reconstructed signals, where
the SDRs were calculated following the definition in [21].
While the algorithm with Eq. (23) did not provide good es-
timation results on any given condition, the algorithm with
Eq. (22) achieved about 20 dB SDR for the male signal with
σ = 1.25 ms. Figure 4 shows an example of the true and
estimated phases for the male speech withσ = 1.25 ms at
lower frequency bands (k = 0, 1, 2, 3). where the phases are
plotted after wrapping. As mentioned above, we gave true
phase for the estimation ofk = 0. The estimated phases
obtained by Eq, (22) (Fig. 4 (b)) mostly fit the true phases
(Fig. 4 (a)), though some spike errors were observed at the
moments of the phase alternations ofk = 0. The estimated
phases obtained by Eq, (23) (Fig. 4 (c)) did not fit the true
phases due to the initialization problem, and this could be the
reason for the bad SDR scores. However, the relative shapes
of the estimated phases were rather similar to those of the
true phases, and the spike errors were hardly observed in this
case.
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Fig. 3. Observed relationship between phase and group delay
of male speech analyzed withσ = 1.25 ms.. (a) True phase
for k = 0. (b) Estimated group delay fork = 0.
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Fig. 4. Example of true and estimated phases. (a) True phase.
(b) Estimated with Eq. (22). (c) Estimated with Eq. (23).
(true phase was given fork = 0.)

5. CONCLUSION

We presented a theoretical basis to explicitly connect the
group delay, instantaneous frequency, and phase to the am-
plitude under a particular STFT structure, which uses the
Gaussian window. Since the numerical approximations re-
quire rather tight conditions, e.g., a Gaussian window with
a tighter shape, or one-sample shift overlapping, it may not
be easy to straightforwardly apply them to practical applica-
tions. However, we believe that the basis can provide a novel
insight for further development of signal-reconstruction al-
gorithms that take into account both the amplitude and phase
properties, phase-unwrapping algorithms that exploit even
amplitude properties, and so on.
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