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ABSTRACT

Most of multichannel sound source Direction Of Arrival (DOA)
estimation algorithms suffer from spatial aliasing problems. The
phase differences between a pair of microphones are wrapped be-
yond the spatial aliasing frequency. A common solution is to adjust
the distance between the microphones to obtain a suitable aliasing
frequency, and take only the frequency band below the aliasing fre-
quency for localization. With correct phase unwrapping, a broader
frequency band can be utilized for localization. In this paper, we in-
vestigate a method for phase unwrapping solving the spatial aliasing
problem for scenarios with a single source and high-level diffuse
background noise (around 0dB SNR). The aliasing frequency is
estimated from the signal, and is used to unwrap a phase difference
vector. Pre- and post-processing steps are applied to increase the
robustness. Our experiments with a large number of simulated and
real signals demonstrate the robustness of our method in noise.

Index Terms— Sound Source Localization, DOA, Spatial
Aliasing, Phase Unwrapping

1. INTRODUCTION

Multichannel sound source localization is an active research topic
since several decades. Localization algorithms for sources in the
far-field can be categorized into DOA and Time Difference Of Ar-
rival (TDOA) estimation. Although state-of-the-art algorithms in
both categories can localize very accurately in low-noise free-field
conditions, it is still challenging to localize sound sources with in-
terference, reverberation, and high-level noise background noise [1]
[2] [3].

The spatial aliasing frequency is related to the distance between
the microphones and the DOAs of the incident sources [4]. The sim-
plest solution is to choose the distance between the microphones to
cover the full frequency band within the aliasing frequency. This
method is widely used in localization and also beamforming [4] [5]
[6] [7] [8]. To increase the aliasing frequency, these methods reduce
the distance between the microphones at the cost of accuracy.

Most of the narrow-band sound source localization algorithms
that estimate the delay or phase difference between two microphones
face the same problem of spatial aliasing when the energy of the
source concentrates at high frequencies, e. g. MUltiple SIgnal Clas-
sification (MUSIC) [9] and Estimation of Signal Parameter via Ro-
tational Invariance Technique (ESPRIT) [10]. For these algorithms,
spatial aliasing results in phase wrapping. One method to overcome
spatial aliasing is to unwrap the phase. Once the phase unwrapping
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problem is solved, the full frequency band (up to the Nyquist sam-
pling rate) can be used.

As a basic phase unwrapping method, Itoh’s algorithm [11] sim-
ply goes through all phase samples along the frequency axis, one by
one, and, if the phase difference between the current and the next
sample is larger than π (smaller than−π), subtracts 2π from or adds
2π to all following samples, respectively. This method works only
for signals with sufficiently low levels of additive noise or other
impairments. A more robust phase unwrapping algorithm uses a
Kalman filter [12] and transforms the phase unwrapping problem
into a state estimation problem. The estimated phase is unwrapped
through a state space model for the phase function which ensures
phase continuity. The main feature of this method is to combine
phase unwrapping with simultaneous noise reduction, overcoming
the drawback that other general methods have to implement the elim-
ination of phase noise before phase unwrapping. The authors of [5]
[13] propose a multi-stage DOA estimation where the received sig-
nal is first decomposed into subbands of equal width. An unambigu-
ous low-accuracy DOA is estimated from the first subband. Then
aliasing components are suppressed in the second subband, and this
process is repeated for the next bands.

In general, all prior art can be categorized into three different
categories. First, 2D phase unwrapping algorithms (e. g. in image
processing), which try to solve a similar but different problem, for
example [14] [12]. There, the original unwrapped phase map is not
linear and the corresponding algorithms do not suffer from the lack
of excitation energy at low frequencies. Second, sequential unwrap-
ping algorithms, such as the one by Itoh [11] or Kalman filter [12].
They process the phase samples sequentially along the frequency
axis. Third, algorithms that evaluate specific frequencies and not all
the frequencies together, e. g. [5] [13].

While there are numerous concepts for localization in reverber-
ant environments involving blind system identification [15] [16] [17]
[18] [19], we only point out here that in [20], it is reported that the
energy of reverberation is more distributed at low frequencies in nor-
mal acoustic environments. So extending the usable frequency range
with our algorithm can also reduce the effect of reverberation, and it
is confirmed by our experiments.

Our algorithm is designed for a scenario with a single point
sound source and high-level non-stationary acoustical background
noise. The goal of our method is to improve the localization ro-
bustness by utilizing a wider frequency range. The individual steps
of our algorithm can be summarized as source subspace estimation,
aliasing frequency estimation, wrapping direction estimation, post
processing, and denoising. Each of these steps is performed directly
for the entire frequency range, as opposed to, for example, in al-
gorithms based on an IIR filter [21], where the unwrapping is done
sequentially.

The rest of the paper is organized as follows. In Section 2, the
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Fig. 1. Observed spatial aliasing in phase difference vector Φ. Target
signal is white noise, DOA 60◦; pink background noise, spatially
white; SNR=20 dB; ∆d = 0.1m

Fig. 2. System overview

problem is formulated. Our algorithm is described in Section 3. This
is followed by Section 4, where simulated and real tests are shown
and some result analysis is given. Finally in Section 5, we conclude
our paper.

2. PROBLEM FORMULATION
The spatial aliasing frequency fa is related to the distance between
two microphones ∆d and θ, where θ is the incident direction of the
sound source [22],

fa =
| sin θ|∆d

π
. (1)

We take n as the nth frequency bin at frequency fn, n ∈
[1, . . . , N ], and fN = fs

2
, where fs denotes the sampling rate. The

observed phase differences Φn,

Φn =
2πfnsinθ ∆d

c
mod 2π (2)

are mapped onto (−π, π] for the algorithms that are mentioned
in [4]. The estimated phase difference of the subband n is de-
noted as Φn, from which we form the phase difference vector
Φ = [Φ1, . . . ,Φn, . . . ,ΦN ]. An example of observed Φ with the
spatial aliasing phenomenon is shown in Fig. 1. It can be seen that
Φ is wrapped at fa and 3fa.

3. PROPOSED APPROACH
The system overview is shown in Fig. 2. A pair of microphones re-
ceives the source signal from DOA θ, which is the final result we
want to estimate. Pre-processing can be any algorithm (e.g. ES-
PRIT [10]) that estimates the phase difference vector Φ. After our
algorithm’s reconstruction (unwrapping) and denoising, we obtain
the clean phase difference vector Φ

′′′
for the final DOA estimation.

3.1. System Details
The details of our method are shown in Fig. 3. In the part of
pre-processing of phase unwrapping, we first estimate the target
source strength of the observed phase difference vector Φ, so we
can roughly remove some frequency bands for better analysis. Then
we estimate the aliasing frequency fa and wrapping direction (the
wrapping direction defines whether π has to be added or subtracted
for unwrapping). Based on these two estimates, we can carry out the
phase unwrapping.

Theoretically, after phase unwrapping, Φ′′ should be a straight
line assuming the source signal propagates in a free sound field. In
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Fig. 3. System details

order to mitigate the effects of noise, we apply the two steps of failed
unwrapped points correction and outlier removal. At the final step,
we do not apply the conventional conversion of phase difference to
DOA [10], but add some statistical processing, based on the esti-
mated source strength vector, for further accuracy improvements.

3.2. Narrow-band Signal Subspace Estimation
The goal of this step is to remove those subbands that do not con-
tain enough energy of the source subspace and are thus unusable for
localization. Considering our targeted use case of a single source in
diffuse background noise, a simple method is used here to find rele-
vant frequency bins. The method is very similar to source subspace
estimation methods introduced in [9] [10]. First, the eigenvalues
of the covariance matrix of each narrow-band signal spectrum are
obtained and normalized. We denote σi as the normalized largest
eigenvalue for the ith frequency band, as an element of the normal-
ized target source strength vector σ = [σ1, σi, . . . , σN ]. We set a
threshold τd, and decide that, if σi < τd, the signal subspace com-
ponent at the ith frequency band is considered to be too weak and
thus not relevant for localization (Instead of a simple fixed threshold,
more sophisticated methods for noise threshold estimation could be
used, such as minimum statistics [23]). After removing the detected
noise bands, the removed points are interpolated using linear inter-
polation.

3.3. Aliasing Frequency Estimation
As a first step, the possible range of the aliasing frequency is de-
termined, to preclude large errors when estimating the aliasing fre-
quency f̂a. From Eq. (2) we know that when ∆d is fixed, we can
find the minimum aliasing frequency by min fa = c

∆d
. Our ulti-

mate goal is not to estimate perfectly the aliasing frequency, but to
have all the wrapped phase observations unwrapped. Thus, given
our post-processing (failed unwrapped points reconstruction), we do
not always have to unwrap the phase difference. It was empirically
found that the post-processing algorithm performs well as long as
the number of wrapped phase observations remains below a cer-
tain threshold. Thus, we limit the estimation result in the range of
c

∆d
< f̂a < τafN , τa ∈ [0.5, 1].
We apply auto-correlation to Φ

′
, and denote the resulting vector

as RΦ. RΦ is symmetrical, so we only consider half of it. Theo-
retically, if the vector Φ

′
is wrapped, the peak of vector RΦ is at
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0 in x-axis, the second peak is at the position of 2fa, and the mini-
mum is at fa. The positions of these points are periodical, as shown
in Fig. 1. When fa is in the range of [ fN

2
, fN ], RΦ does not show

a full period, so we detect the minimum (rather than the peak) and
use it as an estimate for the aliasing frequency f̂a. When fa > fs

2
(no phase wrapping occurs), the minimum of the autocorrelation of
Φ

′
and f̂a are not meaningful. Whether f̂a is useful is determined

as described in Section 3.6. If f̂a is not meaningful, the steps of
phase unwrapping are not performed, but only the step of removing
outliers for denoising (Section 3.7).

3.4. Wrapping Direction Estimation
Before Φ is unwrapped, it is determined in which direction it
should be unwrapped, i.e., whether π should be added or sub-
tracted(‘Wrapping Direction estimation’). Assuming the phase is
wrapped (fa < fs

2
) and noisy, we can not use linear regression

or another simple method to estimate the wrapping direction. We
extract two segments from Φ

′
; the first one is from 0Hz to the esti-

mated aliasing frequency f̂a (at frequency bin Na = Nf̂a
fs

), and the
second one is fromNa to 3Na. In order to improve the robustness to
errors in the estimation of f̂a, we limit the frequency bin ranges of
the segments to [0, 0.75Na] and [1.4Na, 2.6Na], respectively. Then
we further denoise these two segments again, with the same process
on each segment. An example of the process on the first segment is
described below.

First, we find the best fitting line for the segment using linear
regression. The fitting line is expressed as

Φ̂
′
i = ki+ b (b = 0 for i < Na). (3)

Then we compute the vertical distance di of the ith point to the
corresponding fitting line,

di = Φ
′
i − Φ̂

′
i (4)

We consider a point to be noise and remove it if{
card{di|di>0}

Nadi
< τo if di > 0

card{di|di≤0}
Nadi

< τo if di ≤ 0
τo ∈ (0, 1), (5)

where card{} denotes cardinality measure.
We apply linear regression again to each denoised segment; the

resulting slopes are denoted as k1 and k2. Then we compute the
averaged distance deviation for both segments, denoted as v1 and
v2. Denoting the length of the segments as l1 and l2, we estimate
the wrapping direction kd by the sign of k1f(v1, l1) + k2f(v2, l2).
Here we define the weighting function as f(v, l).

3.5. Phase Unwrapping
Given the frequency bin of the estimated aliasing frequency Na and
the wrapping direction kd, we obtain the unwrapped phase difference
vector as

Φ
′′
i = Φi + 2kdb

Na + i

2Na
cπ. (6)

Here bxc denotes the floor function of x and Φ
′′

= [Φ
′′
1 , . . . ,

Φ
′′
i , . . . ,Φ

′′
N ] is the unwrapped phase difference vector.

3.6. Failed Unwrapped Points Correction
The method described in this section is simple, but very efficient.
An example with failed unwrapping points is given in Fig. 4, and
we want to additionally unwrap them. The failed unwrapped points
detection is similar to the denoising part in Section 3.4 – first find
the best fitting line for Φ

′′
, and denote k as the slope of the fitting

line. Then we correct the failed unwrapped points by,

Failed unwrapped points 

≥π 

≥π 

Fig. 4. Failed unwrapping points

Fig. 5. Before and after failed unwrapping points reconstruction and
outlier removal denoising

Φ̂
′′
i = Φ

′′
i + sign(Φ

′′
i − ki)2π, if |Φ

′′
i − ki| > 2π (7)

We also check whether it is necessary to do phase unwrapping
by

C =

N∑
i=1

|Φi| − τc
N∑
i=1

|Φ̂
′′
i − ki|, (8)

here τc denotes a constant parameter. If C > 0, we assume
what we did was correct and continue with the next steps with Φ̂

′′
,

otherwise we use the observed phase difference vector Φ for the
following steps. This helps to avoid large errors in the case of small
DOA (signal arriving from the front), when fa is close to fs/2.

3.7. Outlier Removal for Denoising
The steps to find outliers are the same as the part in Section 3.4, and
all of the points for which the distance is higher than the threshold
τk are removed from Φ̂

′′
. Then we estimate the error by the sum of

all distances from the points to the fitting line divided by the number
of points. The process of detecting and removing outliers is itera-
tively repeated until the error is sufficiently small (averaged distance
is smaller than τo, (τo > 0) or up to 50% of the points are removed.
Fig. 5 shows an example before and after failed unwrapping points
reconstruction and outlier removal denoising. The result of this step
is denoted as Φ

′′′
.

3.8. From Processed Phase Difference Vector to DOA
In the final step, we transform Φ

′′′
to DOA by the conventional

method as described in [10]. We compute the histogram of the DOAs
from all of the narrow-bands using the method described in [24],
and additionally the narrow-band results are weighted by the target
source strength vector σ. After applying a first order moving aver-
age filter to the histogram, the location of the highest peak shows the
final estimated DOA.

4. EVALUATION
The evaluation is done by both simulated data and real recordings
with many different types and energy levels of sources from different
DOAs, as well as different noise types. We use a uniform linear array
(ULA) with 5 microphones for both simulations and recordings. The
distance between the closest microphones ∆d is 0.1m.

4.1. Parametrisation
We implemented our method in the short-time Fourier transform
(STFT) domain with window length 0.2s, hop size 0.1s, sampling

473



Fig. 6. Simulation results based on ESPRIT, with different fc,
SNR=0dB (left) and different SNR, fc = 1715Hz (right).

Fig. 7. Simulation results based on ESPRIT, for ESPRIT with Itoh’s
method (left) and our method (right).

frequency 48kHz and FFT size 16384. For most kinds of energy
distributions of sound sources, we take only the frequency bins be-
low 8kHz for localization.

We have many functions combined, so the thresholds and pa-
rameters settings are very important for the system’s robustness. We
used only a small set of signals to optimize the parameters τ =
[τd τa τk τc τo] and the function f(l, v). All of the following ex-
periments in real-recordings and simulations use the parameters τ =
[0.3 0.37 0.75 1 0.5], f(l, v) = l

v2 .

4.2. Simulation Results
The signals were generated with different SNR at 15,10,5,0,-5dB,
and different DOAs of the incident plane wave source from the side
(90◦) to the front (0◦) in free field scenario. The target source sig-
nal is white noise, and the background noise is incoherent (spatially
white) pink. Pink noise was chosen because it better resembles the
background noise in a realistic scenario, such as a crowded public
space. Furthermore, reverberation resulting from background noise
tends to have a similar shape as pink noise [20]. For each DOA and
each SNR, a 3s test data set is generated.

An experimental analysis on how the cutoff frequency fc affects
the DOA estimation is shown in Fig. 6 on the left side, averaged
over all blocks and expressed in terms of absolute DOA errors in
degrees. In this experiment, fa = 1715Hz, we can see that if we
take fc > fa the errors from off-broadside angles increase. The
right side of Fig. 6 shows how SNR affects the localization. We can
see that the accuracy degrades with lower SNR.

The comparison between the Itoh algorithm [11] and our method
is shown in Fig. 7. We can see that our method is much better
than [11] in all of the tests. Comparing to the ESPRIT with fixed
fc = 1715Hz, generally, without unwrapping, the accuracy de-
grades when the SNR is low and the source is closer to the side
(more than 40◦). Our phase unwrapping method reconstructs the
phase difference vector. Although the error increases towards the
sides, its average is within reasonable limits (1◦). In [18] [25], for
a single pair of microphones or ULA, the accuracy for localizing
the sources from off-broadside is lower, because the spatial aliasing
problem limits the usable frequency range when DOAs go from 0◦

to±90◦. With our algorithm, the results show that the errors are low
for all the directions.

4.3. Real Recording Results
The recording setup is the same as for the experiments in the simula-
tion (now using 5 microphones of type AKG C562CM in the center
of a lab room with measured reverberation time T60 of 0.28s). The

Fig. 8. DOA error for the real recordings, for the baseline ESPRIT
with fixed fc = 1715Hz (left) and our method (right).

Algorithm Ave Err, % of Err Frames
(Err < 10◦) (Err > 10◦)

ESPRIT fc1.7k 4.5◦ 11.41%
ESPRIT w.PU 0.86◦ 3.61%

Table 1. Evaluation results

background signals rendered by 22 surround speakers are recorded
in Marienplatz in Munich, Germany and on a bridge above Isar
river using an EigenMike [26]. The target signals include 15 speech
recordings from the GRID corpus [27] and 37 events of the types
breaking glass, gunshot, screaming, dog barking, and all kinds of
alarms. Target sources are played from single speakrs with 3 to 4
meters distance to the microphone array, so we can assume the waves
were plane when they arrived to the microphones. The SNR is es-
timated using free-field conditions and the plane wave assumption,
neglecting reverberation of the target sources. The resulting SNR
estimates are in the range of [−5, 10]dB.

We analyzed 3176 windows of size 16384. Fig. 8 shows the ES-
PRIT DOA estimation result and ESPRIT with our phase unwrap-
ping algorithm, (the errors in 10◦). The first half of each figure
(windows 1− 1588) is with the background of Marienplatz, and the
second half (windows 1589 − 3176) for the scenario of the bridge.
The ground truths of the source DOA are shown in the red axis. The
overall error for the original ESPRIT is higher than that in the sim-
ulation, but is significantly reduced with our algorithm. We observe
that the effect of noise is reduced when a wider frequency band is
used with our phase unwrapping. We can also see for the original
ESPRIT that the errors from the sides are much higher than from the
front, but with our phase unwrapping, they are consistently low for
all the DOAs and both types of background noise.

Evaluation results are summarized in Table 1. fc1.7k denotes
cut-off frequency at 1715Hz and w.PU denotes with phase pro-
posed phase unwrapping. We analyze the error rate when the local-
ization works, and how often the localization does not work (error
> 10◦). From the result we can find that the average estimation error
is reduced by a factor of 5 with our phase unwrapping, and our al-
gorithm failed three times less frequently than the original ESPRIT.
The experiments also showed that the chosen values for τ were ro-
bust.

5. CONCLUSIONS
We presented an approach to solve the spatial aliasing problem by
a robust phase unwrapping algorithm for a single point source sce-
narios. The results obtained with simulated and real signals show
that, with our algorithm, localization algorithms such as ESPRIT,
work with higher accuracy for various kinds of sound sources un-
der diffuse noise. Future work will be directed towards applying our
method to multiple point sources.
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