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ABSTRACT

One of the difficulties in sung speech recognition is the small dis-
tance in an acoustic space between phonemes in sung speech. There-
fore we considered clustering the speech based on a pitch (funda-
mental frequency F0) and creating a larger distance between the
phonemes. In addition, we considered a two-stage training method
of DNN-HMM: the first stage is trained by using conventional acous-
tic features like MFCCs, and the second stage is re-trained by aug-
mented features with a pitch feature. We expected to train pitch in-
formation more explicitly in the second stage of the training and
obtained a relative improvement of 9% as expected.

Index Terms— lyrics recognition, pitch information, stepwise
approach, DNN-HMM

1. INTRODUCTION

There are two problems facing lyric recognition in singing; accom-
paniment music removal and speech recognition. To simplify the
problem, we focus on speech recognition. Previous researches [1, 2,
3, 4, 5] for lyric recognition were mainly conducted on closed lan-
guage condition. Wang et al. [1] attempted lyric recognition using a
read-speech database and achieved high accuracy (93.1%) by impos-
ing a strong language constraint, including the testing texts of lyrics,
that is, very low perplexity.

On the other hand, the study of large vocabulary sung-speech
recognition under an open condition is difficult because of the lack
of sung-speech database and differences between sung- and spoken-
speech in acoustic and language properties. Mesaros et al. [6] used
lyrics language models (LMs) and MLLR-adapted GMM-HMM-
based acoustic models (AMs) and showed word accuracy of 12.4%
in male and female monophonic English singing (it corresponds to
a word accuracy of 35.2% replicating in our database [7]). McVicar
et al. [8] leveraged repeated lyric phrases and formed a consensus
transcription by integrating the repeated portion of the lyrics. For the
male and female monophonic English singing, their system showed
a word accuracy of 9.5%. In our previous work [7], to deal with
phoneme lengthening, we added variational pronunciations to a pro-
nunciation lexicon. In addition, to deal with a lack of sung-speech,
we generated pseudo sung-speech from spoken-speech using a neu-
ral network based voice transformation. Our system showed a word
accuracy of 59.0% in male monophonic Japanese singing.

The quality of the estimated vocal tract transfer function depends
on a pitch (fundamental frequency F0) [9]. Pitch information is com-
plementary to energy information in spoken-speech recognition and
effective in discriminating between voiced and unvoiced speech [10].

Mesaros et al. examined MFCCs calculated from the phoneme
/m/ sung by a male singer with a descending scale of fundamen-
tal frequency from 415Hz to 208 Hz [6]. They showed that 3rd
MFCC was affected by the variation in pitch. Ozeki et al. showed

that sung-speech recognition becomes more difficult as pitch be-
comes higher [11]. Sung-speech has a peak in the spectrum envelope
around 2.8kHz, which is referred to as singing formant [12]. Tatsumi
et al. compared the sung and spoken spectrum envelopes and showed
that sung-speech neutralized the first two formant frequencies [13].

The rest of this paper is organized as follows: In Section 2,
we describe our acoustic and language database. In Section 3, we
present our previous approach. In Section 4, we compare the Gaus-
sian distributions of three types of speaking styles: read-speech,
spontaneous-speech, and sung-speech, then we describe the reason
why sung-speech recognition is difficult. In Section 5, we present
our augmented approach, and in Section 6, we show its recognition
results. We conclude the paper in Section 7.

2. DATABASE

Our constructed database list is shown in Table 1. We collected 130k
pieces of Japanese lyrics texts uploaded by users in Piapro, a lyrics
database [7].

We collected 40 pieces of music sung by 40 males uploaded
by users in Piapro for acoustic analyses on sung speech and train-
ing/adapting AMs [7]. We collected seven pieces of commercial
Japanese popular music sung by seven male singers for the test set
of lyrics recognition [7]. These music vocal tracks were extracted by
taking the difference between the original sound and the accompani-
ment track using Utagoe Rip [14]. We used the ASJ+JNAS [15, 16]
for acoustic analyses on read speech. We used the Corpus of Spon-
taneous Japanese (CSJ) [17] for acoustic analyses on spontaneous
speech and training initial AMs. We recorded pairs of 15 pieces of
the read-speech of lyrics and 15 pieces of the sung-speech of the
lyrics from seven people with voice training experience for acoustic
analyses.

Table 1. Constructed database
(a) Language database

Title Number of words
Piapro (130k lyrics) 28.6M

(b) Speech database

Title Num. of Time
speakers length

Sung speech for testing [7] 7 19:01
Spontaneous speech [7] 797 122 hours
Male read speech [15, 16] 133 33 hours
Female read speech [15, 16] 164 44 hours
Sung speech [7] 40 1:39:28
Read speech of parallel data [7] 7 8:59
Sung speech of parallel data [7] 7 25:12
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3. LYRIC RECOGNITION SYSTEM

3.1. N-gram Language Model [7]

We used Palmkit (http://palmkit.sourceforge.net) to make word-
based n-gram LMs and Witten-Bell smoothing for insufficient n-
grams. We trained word-based 3-gram language model (LM) based
on lyrics corpora. The vocabulary of the LM is restricted to the top
20k most frequently appearance words. The LM has a 2% OOV rate
and perplexity of 113 on the lyrics of the test set.

3.2. Pronunciation dictionary [7]

Insertion errors caused by phoneme lengthening often appear in the
form of consecutive vowels. We added automatically modified pro-
nunciation to the pronunciation lexicon in order to capture longer
uttered vowel. For instance, the word ”cho cho (butterfly)” can be
extended as shown in Table 2. In this case, the number of extended
pronunciations was eight (= 23). We obtained the recognition per-
formance gain with the augmented pronunciation dictionary [7].

Table 2. Example of pronunciation extension
Literalization (P. butterfly) cho cho
Pronunciation (original) cho u cho
Variational cho u u cho
Pronunciation (extension) cho u cho o

...
cho o u u cho o

3.3. DNN-HMM

The DNN consists of five layers; the input layer has 429 units, the
three hidden layers have 1024 rectified linear units each, and the out-
put layer has 580 units. The inputs are 11 frames of 39 dimensional
features: 12 MFCCs, 12 delta MFCCs, 12 delta-delta MFCCs, log
energy, delta log energy, and delta-delta log energy. We also used
two or four-dimensional features with an additional pitch feature.
This leads to 431 units or 433 units for the input layer. The number
of output layer units corresponds to the context-independent acous-
tic states of the HMMs: five states × 116 syllables. Each Japanese
syllable corresponds to a mora, which is a suitable unit for sung
speech recognition. The DNN was trained by fine-tuning without
pre-training. To make a singing-adapted DNN, we considered two
types of training. One is training simply using a large amount of
spontaneous-speech data and a small amount of sung-speech data.
The other is stepwise training, which is explained in Section 5.

4. SUNG SPEECH ANALYSIS

We compared spectra of the vowel /a/ of read-speech and sung-
speech uttered by the same speaker in Figure 1. These spectra are
obtained from read-sung speech parallel data which we collected.
We found that higher-order frequencies become larger as the pitch
becomes higher. In addition, the spectral envelope appears more
clearly as the pitch becomes lower and strongly depends on a pitch.
Therefore, we expect to model the vocal tract characteristics more
accurately as we classify the speech by pitch.

Table 3 shows Bhattacharyya distance between Gaussians for
vowels (see [7] for more details) where the Bhattacharyya distance
given Gaussian distributions N1(µ1,Σ1) and N2(µ2,Σ2) is de-

(a) Read-speech (F0 = 110Hz) (b) Sung-speech (F0 = 110Hz)

(c) Sung-speech (F0 = 220Hz) (d) Sung-speech (F0 = 296Hz)

Fig. 1. Spectrum of vowel /a/ of read-speech and sung-speech uttered
by the same speaker
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The largest distance between vowels is in read speech, followed by
spontaneous and sung speech. The bigger the distance is, the easier
their recognition is. This result shows that sung speech is the most
difficult to recognize. The reason why the distance between vowels
in sung-speech becomes smaller is that the first two formant frequen-
cies in sung speech are neutralized [13] and that MFCCs emphasize
lower frequencies. As shown in Figure 1, the spectrum of sung-
speech differs depending on its pitch. In addition, sung-speech has a
wide pitch range as shown in Figure 2. Therefore, by splitting sung
speech into three pitch ranges, the distance between vowels become
larger than before and also become similar to or larger than that of
spontaneous-speech. This indicates that the pitch information has
effective information for sung speech recognition. As shown in Ta-
ble 4, the determinants of pitch dependent Gaussians of sung speech
are smaller than the pitch independent ones, where the value of de-
terminant corresponds to the size of the variance of the distribution.
This result also indicates that clustering by pitch works well. In read
speech recognition, the use of the pitch feature resulted in limited
improvement [10]. The pitch feature is effective in discriminating
voiced and unvoiced speech but competes with energy feature. This
might be because spoken speech has a narrow pitch range as shown
in Figure 2 and there is little spectral change.

For reference, Figure 3 shows a visualization of 2 dimensional
vector space which is dimensionality reduced from the 12 dimen-
sional MFCCs by using t-SNE [18]. The t-SNE is a dimensionality
reduction method that operates by minimizing the divergence be-
tween two distributions: a distribution that expresses pairwise simi-
larities of the given high-dimensional data points and a distribution
that expresses pairwise similarities of the corresponding unknown
low-dimensional data points. As shown in Figure 3, the variance of
sung speech is the smallest (see the top of the figure) and vowels in
sung speech are neutralized. Additionally, we found that several sets
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of data points in sung, which were very different from each other,
were separated by pitch-based clustering (see the black circle in Fig-
ure 3). These results are consistent with the result of analyses of
Gaussian distributions.

Table 3. Bhattacyaryya distance between vowels (the average for 5
vowels)

(a) Three speaking styles : read, spontaneous, and sung speech
Read Spontaneous Sung

Ave. 1.46 1.01 0.82
(b) Sung speeches clustered by three pitch ranges

Sung
∼173Hz 174∼260Hz 261Hz∼

Ave. 1.09 1.19 1.30

Table 4. Determinants of full covariance matrix (the average for 5
vowels)

(a) Three speaking styles : read, spontaneous, and sung speech
Read Spontaneous Sung

Ave. 3.08E-03 7.09E-03 2.54E-03
(b) Sung speeches clustered by three pitch ranges

Sung
∼173Hz 174∼260Hz 261Hz∼

Ave. 2.12E-03 1.59E-03 8.96E-04

Fig. 2. Pitch histograms of three speaking styles

5. AUGMENTED METHOD

5.1. Pitch feature

Conventional speech recognition systems have generally used the
acoustic features of MFCCs as the vocal tract characteristic and en-
ergy as the source characteristic. In our study, in addition to these
features, we consider a pitch feature. First of all, we extract fun-
damental frequency F0 from the speech waveform with a technique
using autocorrelation function [19]. By using the estimated F0, we
define three types of pitch features as bellow:

Vo(F0) =

{
1 Detectable F0

0 Undetectable F0
(2)

LogF0(F0) =

{
log(F0) F0 > 0Hz

0 Undetectable F0
(3)

Fig. 3. Visualization of 12 dimensional MFCCs by t-SNE

V4(F0) =


(1, 0, 0, 0) Undetectable F0

(0, 1, 0, 0) 55Hz <= F0 < 173Hz

(0, 0, 1, 0) 174Hz <= F0 < 260Hz

(0, 0, 0, 1) 261Hz <= F0

(4)

Equation (2) is binary which distinguishes between voiced and
unvoiced speech. Equation (3) is the logarithm of F0, and Equa-
tion (4) is a one-hot vector which classifies into unvoiced and voiced
speeches of three pitch ranges. We determined the boundaries by
using 1/3 area sections of the pitch histogram of sung speech and
the unvoiced section (see SUNG in Figure 2). Simply training of a
DNN-HMM acoustic model by using features which are the concate-
nation of conventional acoustic features and the pitch feature might
be insufficient because of a lack of sung-speech data and less pitch
information compared with MFCC.

5.2. Stepwise training

Therefore, as shown in Figure 4, we consider stepwise training in
which we train the model in two stages. In the first stage, we use only
conventional acoustic features for spontaneous and sung speech, and
get parameters which are closer to the optimal weight. At this time,
we use a 0 filled dummy pitch instead of actual pitch. In the sec-
ond stage, we update the parameters by using features which are the
concatenation of conventional acoustic features and pitch feature. It
might affect the effect of using the pitch information of spontaneous
speech because spontaneous speech data is greater in size than sung
speech. Therefore, we also use the actual pitch of sung speech and
the dummy pitch of spontaneous speech on the second stage of step-
wise training.

6. EXPERIMENT

6.1. Setup

The word-based n-gram LMs was trained using a lyrics corpus as
explained in Section 2. The vocabulary of the LM was restricted
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Fig. 4. Stepwise training of pitch information

Table 5. Test set classification (Reverberation/Chorus)
noR/noC noR/C R/noC R/C

Time length 2:38 6:31 4:33 4:01

to the top 20k most frequent appearance words. The pronunci-
ation dictionary contained original and modified pronunciation
in order to capture longer uttered vowels. We used 11 frames
of 39-dimensional conventional acoustic feature (13 MFCCs, 13
∆MFCCs, 13 ∆∆MFCCs; Conv) and a central frame of a two
(Vo+logF0) or four (V4) dimensional feature of the proposed pitch
feature as described in Section 5. The DNN-HMM acoustic mod-
els were trained by using CSJ [17] (797 speakers, 121 hours) and
sung speech [7] (40 speakers, 1 hour 39 minutes). The DNN-HMM
baseline model is trained by using spontaneous and sung speeches
with only a conventional acoustic feature [7]. In comparison, we
also used the baseline GMM-HMM-based model [7]. In this paper,
we evaluated the DNN-HMM-based acoustic model integrated with
pitch feature as follows:
Model A
The model A is trained by using spontaneous and sung speech with
a conventional acoustic feature and an actual pitch feature.
Model B
The model B is trained by using spontaneous speech with a conven-
tional acoustic feature and a dummy pitch feature and sung speech
with a conventional acoustic feature and an actual pitch feature.
Stepwise
Superscript ”stepwise” denotes the model trained in two stages and
the subscript number denotes the updated hidden layer index on the
second stage where ”All” means the all hidden layers. The hidden
layer index is counted from the side of the input layer.

We evaluated our test set that contained seven pieces of com-
mercial music sung by seven males, as explained in Section 2. Pitch
contours were not normalized to singers or songs. The test set is
manually classified into four classes on the basis of whether it con-
tains reverberation (R) or not (noR) and whether it contains back
chorus (C) or not (noC) (see Table 5). These effects are present in
many types of popular music.

The LM weight on the decoder was chosen from 1, 10, 15, 20,
25, and 30. An insertion penalty was chosen from -30, -20, -10, and
0. We report the recognition results by using the best weight and
penalty.

6.2. Result

Table 6 shows the results of LVCSR on the test set. We only discuss
the results of the test set noR/noC because the influence of reverber-
ation and chorus tends to cause a false detection of pitch on the test

Table 6. Word accuracy of LVCSR [%]

AM
Test Set (Reverb./Chorus)

noR noR R R All/noC /C /noC /C
(a) Baseline

GMM-HMMSPON 33.6 10.3 9.7 10.5 11.9
GMM-HMMSPON+SUNG 42.6 26.0 16.4 27.2 26.6
DNN-HMMSPON 51.2 18.9 20.1 19.7 21.7
DNN-HMMSPON+SUNG 55.7 31.2 19.8 34.8 32.2

(b) Features:Conv+LogF0+Vo (DNN-HMM)
A 54.9 31.9 26.4 31.8 32.8
B 54.1 31.7 16.4 38.7 31.2
AStepwise

All 53.7 33.7 21.4 33.8 32.9
BStepwise

All 53.7 34.1 21.4 31.8 32.7
(c) Features:Conv+V4 (DNN-HMM)

A 57.0 31.9 24.8 36.1 33.0
B 52.5 32.0 18.2 33.8 30.7
AStepwise

All 60.7 33.8 20.4 37.7 35.6

BStepwise
1 56.6 32.6 21.1 33.8 32.7

BStepwise
2 57.8 32.4 19.2 35.7 34.2

BStepwise
1,2 57.8 33.5 18.6 34.1 33.6

BStepwise
All 60.7 35.2 21.4 34.4 35.0

set noR/C, R/noC, and R/C.
The DNN-HMM baseline model showed the accuracy of 55.7%

[7]. The model with features of Conv+LogF0+Vo did not improve in
performance compared to the baseline model because it is difficult
to express pitch class as a 1-dimensional feature such as log(F0).
Model A, with features of Conv+V4, outperformed the baseline
model (55.7% → 57.0%).

Model B, with features of Conv+V4, did not improve in perfor-
mance compared to the baseline model. This is because the model
B is trained by using augmented features with dummy and actual
pitch before the model parameters are not close to the optimal value.
The model AStepwise

All with features of Conv+V4 showed the best ac-
curacy of 60.7% (a 9% relative improvement). We were concerned
that the pitch feature of spontaneous speech had a bad affect be-
cause spontaneous speech data is of a greater size than sung speech,
but the model AStepwise

All was trained well. The model BStepwise
All ,

with features of Conv+V4, also showed the best accuracy of 60.7%.
This might be because the augmented features were trained after the
model parameters were trained sufficiently in the first stage. We
compared retraining layers by using the specific hidden layers. The
model in which more layers were retrained showed better perfor-
mance in comparison with the model BStepwise

1or2or1,2orAll.

7. CONCLUSION

We incorporated pitch information into conventional acoustic fea-
tures to create a larger distance between vowels in sung-speech.
Therefore we considered three types of pitch features: voiced flag,
log F0, and one-hot vector of pitch class with a four-dimensional
vector. We also considered the two-stage training of DNN-HMM to
train pitch information more explicitly. As a result of an experiment,
our system produced a word accuracy of 60.7% without the case of
reverberation and chorus. To the best of our knowledge, this accu-
racy is the best among all published papers except for ours (the best
method was based on GMM-HMMSPON+SUNG, see [6, 7]). In the
future work, we will consider the use of repeated lyrics phrases, that
is, online language adaptation.
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