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ABSTRACT

Through speech production mechanism, speech with different voice
qualities such as phonations, emotions, expressive singing and other
paralinguistic sounds are also produced. Most of these sounds
demonstrate these features mostly due to the excitation component
(vibration of the vocal folds at the glottis) whereas the dynamic
vocal tract system primarily conveys the message. Hence, the ex-
citation source processing acquires significance especially for the
analysis, detection and representation of expressive voices. Most
of the existing excitation source information extraction methods are
not reliable especially when applied on expressive voices, mainly
due to significant source-system coupling. Hence, there is a need
for new signal processing methods that can capture the dynamic
variations in excitation source so that different types of sounds can
be better analyzed and represented. The objective of this work is
to derive new signal processing methods to extract the excitation
source information directly from the signal and then investigate the
significance of this information for the analysis and detection of var-
ious expressive voices. Towards this, some of the excitation source
features are extracted using recently proposed signal processing
methods and then the significance of these excitation features are
studied in emotional speech analysis and recognition. Presently the
studies are in progress in representing the excitation source in the
form of impulse-like sequence.

Index Terms— Signal processing, speech analysis, excitation
source, expressive speech processing, emotion recognition.

1. INTRODUCTION

Speech signal contains rich information about message (lexical con-
tent), language, dialect, gender, age, speaker characteristics, person-
ality and emotion/expressive state. In this work, our focus is on ana-
lyzing and recognizing the expression/emotion present in the speech
signal. It is known that, the dynamic variations in the excitation
source component significantly contribute to the production and per-
ception of various voice qualities, emotions/expressions in speech.
Hence, extraction of glottal source information gained significance,
especially for deriving the glottal source waveform and character-
izing it for various applications such as expressive speech analysis,
speech synthesis, speaker recognition, etc [1, 2].

Most of the existing methods for excitation source information
extraction depend on the inverse filtering of speech for estimating
the glottal source waveform. Features derived from glottal source
waveform such as normalized amplitude quotient (NAQ), open
quotient (OQ), closing quotient (CQ), difference between first and
second harmonics (H1-H2) etc., in vowel segments are analyzed
in phonation types and emotional speech ([3], and the references
therein). From the analysis, it was observed that NAQ and H1-H2
are shown to provide good discrimination. In the case of emotional

speech, NAQ is shown to provide better correlation with arousal
(active or passive) rather than valence (positive or negative) for
both genders. Even though NAQ correlates with emotions, it is
to be noted that NAQ by itself is not sufficient to discriminate the
emotions accurately. Some studies also investigated the interdepen-
dencies among the excitation source features in sustained vowels
of emotional speech [4]. It is known from the literature that, the
current inverse filtering methods are not sufficient for the estimation
of glottal source waveform from continuous speech and the effect
on these methods is severe especially in the expressive voices due to
rapid high pitch variations and significant source-filter coupling [3].

There are some attempts in the literature to extract some spe-
cific excitation features from speech signal. The important features
among them are glottal closure instant (GCI), glottal opening instant
(GOI), strength of glottal closure, sharpness of glottal closure, fun-
damental frequency and various phases in a glottal cycle [2, 5]. For
extracting most of these features, existing methods use linear pre-
diction (LP) residual (approximate excitation signal) ([2], and the
references therein). It was noticed that extraction of these features
from expressive voices are not reliable as extracting the excitation
signal for such voices is difficult. To address these issues, some
attempts were made in the literature such as extraction of pitch in
highly expressive voice like noh singing voice [6]. In this work, we
are focusing on extracting features directly from speech signal with-
out depending on LP residual/excitation signal.

2. OBJECTIVES OF THE WORK

The primary objective of the work is to extract the excitation source
information from the continuous speech directly without depending
on characteristics of vocal tract system. The secondary objective of
the work is to investigate the significance of the excitation source in-
formation for the analysis and detection of various expressive voices.

3. HYPOTHESIS OF THE WORK

The primary mode of excitation during production of speech is due to
the vibration of the vocal folds at the glottis. Even though the excita-
tion information is present throughout the glottal cycle, it is consid-
ered to be significant only when there is a large change in short-time
interval, i.e., when it is impulse-like. Therefore, the glottal excitation
can be approximated as a sequence of impulses (hypothesis). This
approximation on the excitation of the vocal-tract system suggests a
new approach for processing the speech signal. One feature of the
impulse-sequence of excitation is the GCI and it is the most signifi-
cant excitation which takes place at the instant of glottal closure (as
discussed in Sec. 4.1).

4. RESEARCH CARRIED OUT
In this section, first we discuss the extraction of major impulse-like
excitation/glottal closure instant in expressive voices such as emo-



tional speech [7] and singing voice [8]. Then, the significance of the
excitation source features is discussed for the analysis and recogni-
tion of emotional speech [9, 10].

4.1. Extraction of major impulse-like excitation/glottal closure
instant (GCI) from singing voice

Existing methods of GCI detection are not suitable for handling
voices which have rapid variations in pitch and significant source-
filter coupling such as singing/emotional speech. To overcome this,
a modified zero frequency filtering method for epoch extraction was
proposed in [8]. In this, the differenced signal in short segments
of around 0.4 to 0.5 sec is passed through a cascade of three zero
frequency resonators (ZFR). The trend in the output of ZFR is re-
moved by subtracting the local mean computed over the average
pitch period at each sample. The resulting signal is called as mod-
ified zero frequency filtered (modified ZFF) signal and the instants
of negative-to-positive zero crossings of modified ZFF signal corre-
spond to the GClIs [8, 11]. As illustrated in Fig. 1, there is a close
agreement between negative peaks of the differenced EGG (dEGG)
signal and the GClIs obtained from the modified ZFF signal.
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Fig. 1. (a) Segment of a Barltone Slnglng Voice, (b) Modified ZFF
signal (epoch locations marked by arrows), and (c) dEGG signal [8].

4.2. Emotional speech analysis and recognition

The significance of the excitation source features (such as fundamen-
tal frequency (Fp), strength of the impulse-like excitation (SoE) and
energy of excitation (EoE)), derived from continuous speech signal
were studied in the case of emotional speech analysis and recogni-
tion [9]. These features are derived around epochs using ZFF and
LP analysis. The deviations in the features of emotional speech w.r.t
neutral speech were analyzed in three 2-dimensional distributions, as
shown in Fig. 2. In this, it can be observed that there are significant
deviations in emotional features compared to neutral speech.
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Fig. 2. Three combinations of 2-D feature pairs for a male speaker
neutral utterance (‘o’) and emotion (happy) utterance (‘*’) [9].

In order to characterize these deviations Kullback-Leibler (KL)
distance is computed between the corresponding 2-D feature distri-
butions. Based on the deviations of emotional speech features with
reference to neutral speech features, an emotion recognition system
is developed [9]. The results of emotion recognition using the exci-

tation features are shown in Table 1. o
From the results, it can be observed that the excitation source

features capture emotion specific information. It can also be ob-
served that, there is a scope in improving the performance especially
by increasing the discrimination of anger and happy emotions [12].

Table 1. Emotion recognition results achieved on EMO-DB using
excitation source features [9].

[ Neutral [ Sad | Anger | Happy |

Neutral | 74779 | 4779 | 0779 1779
Sad 27/62 | 33162 | 0/62 2/62
Anger | 2/127 | 0/127 | 114127 | 11/127
Happy | 7/71 | 371 | 2171 | 3471

5. WORK IN PROGRESS

Currently we are working on representation of speech using impulse-
like sequence. For this, we are exploring a recently proposed signal
processing method, single frequency filtering (SFF) [13]. In the SFF
approach, the instantaneous amplitude and phase components of the
speech signal are obtained at any desired frequency by frequency
shifting the signal and filtering the resulting signal using an all-pole
filter. The root of the all-pole filter is located on the unit circle at the
highest frequency, i.e., at fs/2, where f; is the sampling frequency.
It was observed that SFF provides high resolution of spectral fea-
tures such as sharper harmonics and high resolution of temporal fea-
tures like impulses. Features derived from SFF method were shown
to be useful for speech/nonspeech discrimination [13], fundamental
frequency estimation [14], GCI detection [7], time delay estimation
[15], improving intelligibility [16], etc. The significance of the phase
component of SFF for reconstruction of speech signals is also inves-
tigated [17].

6. ACHIEVED AND EXPECTED CONTRIBUTIONS

We proposed GCI detection method for emotional speech and
singing voice which can handle rapid variations in pitch and signifi-
cance of source-system coupling [7, 8]. Also, we derived excitation
source features and analyzed the significance of these features in
emotional speech analysis [10]. Further, an approach for emotion
recognition is developed by capturing the deviations of emotion fea-
tures from neutral speech features [9, 12]. Presently, we are working
towards representing the excitation source in terms of impulse-like
sequence (impulses even within a glottal cycle). This representation
suggests a new approach for processing the speech signals capturing
the dynamic variations in the excitation source, which may be useful
for analyzing various expressive voices also.
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