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ABSTRACT
Besides noise reduction, an important objective of binaural speech
enhancement algorithms is the preservation of the binaural cues of
all sound sources. For the desired speech source and an interfering
source, e.g., competing speaker, this can be achieved by preserv-
ing their relative transfer functions (RTFs). It has been shown that
the binaural multi-channel Wiener filter (MWF) preserves the RTF
of the desired speech source, but typically distorts the RTF of the
interfering source. To this end, in this paper we propose an exten-
sion of the binaural MWF, i.e. the binaural MWF with RTF preser-
vation (MWF-RTF) aiming to preserve the RTF of the interfering
source. Analytical expressions for the performance of the binaural
MWF and the MWF-RTF in terms of noise reduction and binau-
ral cue preservation are derived, using which their performance is
thoroughly compared. Simulation results using binaural behind-the-
ear impulse responses measured in a reverberant environment vali-
date the derived analytical expressions, showing that the MWF-RTF
yields a better performance than the binaural MWF in terms of the
signal-to-interference ratio and binaural cue preservation of the in-
terfering source, while the overall noise reduction performance is
slightly degraded.

Index Terms— Hearing aids, binaural cues, noise reduction,
relative transfer function, multi-channel Wiener filter

1. INTRODUCTION
Noise reduction algorithms in hearing aids are crucial to improve
speech understanding in background noise for hearing impaired per-
sons. For binaural hearing aids, algorithms that exploit the micro-
phone signals from both the left and the right hearing aid are con-
sidered to be promising techniques for noise reduction, because in
addition to spectral information spatial information can be exploited
[1–10]. In addition to reducing noise and limiting speech distortion,
another important objective of binaural noise reduction algorithms is
the preservation of the listener’s impression of the acoustical scene,
in order to exploit the binaural hearing advantage and to avoid con-
fusion due to a mismatch between the acoustical and the visual in-
formation. This can be achieved by preserving the binaural cues of
all sound sources in the acoustical scene.
In [5] the binaural Multi-channel Wiener Filter (MWF) has been pre-
sented, where the objective is to obtain a minimum mean square
error (MMSE) estimate of the speech component in a reference mi-
crophone signal at the left and the right hearing aid. It has been
theoretically proven in [6] that in case of a single speech source the
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binaural MWF preserves the Relative Transfer Function (RTF), com-
prising the Interaural Level Difference (ILD) and the Interaural Time
Difference (ITD) cues, of the speech component. However, the bin-
aural MWF typically distorts the binaural cues of the noise compo-
nent since both output components exhibit the RTF of the speech
component. Hence, after applying the binaural MWF both compo-
nents are perceived as coming from the same direction and no bin-
aural unmasking can be exploited by the auditory system. To also
preserve the binaural cues of the noise component, several exten-
sions of the binaural MWF [6,11,12] and the binaural LCMV beam-
former [8, 13, 14] have been proposed. Since the performance of
these algorithms highly depends on a careful tuning of trade-off pa-
rameters, in this paper we propose another extension of the binaural
MWF, denoted as MWF-RTF, which aims to preserve the binaural
cues of the interfering source by adding an RTF preservation con-
straint to the binaural MWF cost function. The relationship between
the proposed MWF-RTF and the binaural MWF will be mathemati-
cally analysed and the performance in terms of noise reduction and
binaural cue preservation will be thoroughly compared. The theoret-
ical analysis is validated by simulation experiments using a binaural
hearing aid setup in an office environment, showing that the overall
noise reduction performance of the MWF-RTF is slightly degraded
compared to the binaural MWF, while the signal-to-interference ra-
tio is increased and the RTF of the interfering source is perfectly
preserved.

2. CONFIGURATION AND NOTATION
Consider the binaural hearing aid configuration in Fig. 1, consisting
of a microphone array with M microphones on the left and the right
hearing aid. For a scenario with one desired speech source, one inter-
fering source and background noise, the m-th microphone signal of
the left hearing aid Y0,m (ω) can be written in the frequency-domain
as

Y0,m (ω) = X0,m (ω) + U0,m (ω) +N0,m (ω) , (1)

with X0,m (ω) the speech component, U0,m (ω) the interference
component and N0,m (ω) the background noise in the m-th micro-
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Fig. 1: Binaural hearing aid configuration
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phone signal. The m-th microphone signal of the right hearing aid
Y1,m (ω) is defined similarly. For conciseness we will omit the fre-
quency variable ω whenever possible in the remainder of the paper.
We define the 2M -dimensional stacked signal vector Y as

Y = [Y0,1 . . . Y0,M Y1,1 . . . Y1,M ]T , (2)

which can be written as

Y = X + U + N = X + V, (3)

where the vectors X, U and N are defined similarly as Y in (2)
and the vector V = U + N denotes the overall noise component,
i.e. interference component plus background noise. For the acousti-
cal scenario with one desired speech source Sx and one directional
interfering source Si, the components X and U can be written as

X = SxA, U = SiB, (4)

with A and B the acoustic transfer functions (ATFs) between the
microphones and the speech and the interfering source, respectively.
The reference microphone signals of the left and the right hearing
aid can be written as

Y0 = eT
0 Y, Y1 = eT

1 Y, (5)

where e0 and e1 are 2M -dimensional vectors with one element
equal to 1 and the other elements equal to 0, i.e., e0(1) = 1 and
e1(M + 1) = 1. The correlation matrices of the speech and the
interference component are defined as

Rx = E
{
XXH

}
= PsAAH , Ru = E

{
UUH

}
= PiBBH , (6)

where E {·} denotes the expectation operator, and Ps = E
{
|Sx|2

}
and Pi = E

{
|Si|2

}
denote the power spectral density (PSD) of the

speech source and the interfering source, respectively. Assuming sta-
tistical independence between the components in (1), the correlation
matrix of the microphone signals Ry can be written as

Ry = Rx + Ru + Rn = Rx + Rv, (7)

with Rv = Ru + Rn the correlation matrix of the overall noise com-
ponent, which is assumed to be invertible, and Rn = E

{
NNH

}
the correlation matrix of the background noise. The output signal at
the left hearing aid Z0 is obtained by summing the filtered version
of all microphone signals, i.e.,

Z0 = WH
0 Y = WH

0 X + WH
0 U + WH

0 N, (8)

with W0 the filter in the left hearing aid. The output signal at the
right hearing aid Z1 is similarly defined. Furthermore, we define the
4M -dimensional complex-valued stacked filter vector W as

W =

[
W0

W1

]
. (9)

The RTF of the speech source and the interfering source between the
reference microphones on the left and the right hearing aid is defined
as the ratio of the ATFs, i.e.,

RTF in
x =

A0

A1
, RTF in

u =
B0

B1
. (10)

The output RTFs of the speech source and the interfering source are
defined as the ratio of the filtered ATFs at the left and the right hear-
ing aid, i.e.,

RTF out
x =

WH
0 A

WH
1 A

, RTF out
u =

WH
0 B

WH
1 B

. (11)

The binaural ILD and ITD cues can be calculated from the RTF as

ILD = 10 log10 |RTF |
2 , ITD =

∠RTF
ω

, (12)

with ∠ denoting the phase.
The binaural output signal-to-interference ratio (SIR) is defined as

the ratio of the average output PSDs of the speech component and
the interference component, i.e.,

SIRout =
Φout

x

Φout
u

=
WH

0 RxW0 + WH
1 RxW1

WH
0 RuW0 + WH

1 RuW1

. (13)

The binaural output signal-to-interference-plus-noise ratio (SINR)
is defined as the ratio of the average output PSDs of the speech com-
ponent and the overall noise component, i.e.,

SINRout =
Φout

x

Φout
v

=
WH

0 RxW0 + WH
1 RxW1

WH
0 RvW0 + WH

1 RvW1

. (14)

For ease of notation, we define the weighted inner products

σa = AHR−1
v A, σb = BHR−1

v B, σab = AHR−1
v B, (15)

and
Σ =

|σab|2

σaσb
, with 0 ≤ Σ ≤ 1. (16)

3. BINAURAL NOISE REDUCTION ALGORITHMS

In this section we review the binaural MWF and propose an exten-
sion, denoted as the MWF-RTF, aiming to preserve the RTF of the
interfering source. In addition, for both algorithms analytical ex-
pressions for the output RTF, the output SIR and the output SINR
are derived and the theoretical performance is compared.

3.1. Binaural multi-channel Wiener filter (MWF)
The binaural MWF cost function, estimating the speech components
X0 and X1 in the left and the right hearing aid, is defined as [5, 6]

JMWF(W) = E

{∥∥∥∥[X0 −WH
0 X

X1 −WH
1 X

]∥∥∥∥2 + µ

∥∥∥∥[WH
0 V

WH
1 V

]∥∥∥∥2
}

(17)

where the parameter µ with µ ≥ 0 enables a trade-off between noise
reduction and speech distortion. The binaural cost function in (17)
can be written as

JMWF(W) = WHRW−WHrx − rHx W + P, (18)

with P = Ps|A0|2 + Ps|A1|2 and

R =

[
R̃y 02M

02M R̃y

]
, R̃y = Rx + µRv, rx =

[
rx,0
rx,1

]
, (19)

with rx,0 = Rxe0 and rx,1 = Rxe1. The filter minimizing (18) is
equal to [5]

WMWF = R−1rx. (20)

Applying the matrix inversion lemma to R̃−1
y and using (6), the filter

for the left and the right hearing aid can be written as [6]

WMWF,0 =
ρA∗

0

µ+ ρ

R−1
v A
σa

, WMWF,1 =
ρA∗

1

µ+ ρ

R−1
v A
σa

(21)

with σa defined in (15) and

ρ = PsAHR−1
v A = Psσa. (22)

Substituting (21) in (11), it can easily be shown that the output RTFs
of both the speech source and the interfering source are equal to the
input RTF of the speech source [6], i.e.,

RTF out
x = RTF out

u =
A0

A1
= RTF in

x , (23)

implying that both output components are perceived as directional
sources coming from the speech direction, which is obviously not
desired. The output SIR of the binaural MWF can be calculated by
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substituting (21) in (13), i.e.,

SIRout
MWF =

Psσ
2
a

Pi|σab|2
, (24)

with σa and σab defined in (15). Furthermore, substituting (21) in
(14), the output SINR of the binaural MWF is equal to [5, 6]

SINRout
MWF = ρ. (25)

3.2. Binaural MWF with RTF preservation (MWF-RTF)
In order to control the binaural cues of the overall noise compo-
nent, we proposed in [15] to add a constraint to the binaural MWF
cost function, aiming to preserve the instantaneous interaural trans-
fer function (ITF) of the overall noise component. However, since
for the filter in [15] an accurate estimate of the overall noise com-
ponent is required, in this paper we propose a modified version by
adding a constraint to the binaural MWF cost function, aiming to
preserve the RTF of the interfering source, i.e.,

min
W

JMWF(W) subject to
WH

0 B
WH

1 B
=
B0

B1
(26)

Using (9), the constraint in (26) can be written as

WHC = 0, C =

[
B
αB

]
, α = −B0

B1
= −RTF in

u . (27)

The solution of the optimization problem in (26) is equal to [15]

WMWF−RTF = R−1rx −
CHR−1rx
CHR−1C

R−1C. (28)

In addition, by defining

Γ =
|AHR̃−1

y B|2(
AHR̃−1

y A
)(

BHR̃−1
y B

) and Av =
(A0 + αA1)

(1 + |α|2)
, (29)

and using the matrix inversion lemma to show that

AHR̃−1
y A =

σa

µ+ ρ
, AHR̃−1

y B =
σab

µ+ ρ
, (30)

the stacked filter vector in (28) can be written as the sum of the bin-
aural MWF filter vector in (21) and an additional term, i.e.,

WMWF−RTF,0 = WMWF,0 − κ R̃−1
y B

WMWF−RTF,1 = WMWF,1 − ακ R̃−1
y B

(31)

(32)

with

κ = PsA
∗
v

AHR̃−1
y A

AHR̃−1
y B

Γ = PsA
∗
v
σa

σab
Γ =

ρA∗
v

σab
Γ. (33)

Please note that the filter expressions in (31) and (32) can be rewrit-
ten in terms of the RTF vectors of the speech source and the interfer-
ing source, which are defined as the ATF vectors A and B normalised
with the ATFs of the reference microphones. While blindly estimat-
ing the ATF vectors A and B is known to be difficult [16], several
methods for blindly estimating the RTF vectors have been proposed,
e.g. by exploiting the nonstationarity of speech signals [17, 18] or
using the generalized eigenvalue decomposition [19–21]. However,
for the sake of readability we will use the ATF formulation in the
remainder of the paper.

3.3. Analytical expressions and performance comparison
In this section, we derive analytical expressions for the output RTFs
of the speech and the interfering source and for the output SIR and
SINR of the MWF-RTF and compare them to the analytical expres-
sions for the binaural MWF in Section 3.1.

Using (31) and (32), the output ATF of the speech source is equal to

WH
MWF−RTF,0A =

ρ

µ+ ρ
(A0 − ΓAv) , (34)

WH
MWF−RTF,1A =

ρ

µ+ ρ
(A1 − α∗ΓAv) . (35)

Substituting (34) and (35) in (11) and using the constraint in (26),
the output RTF of the speech and the interfering source are equal to

RTF out
x =

A0

A1

1− Γ Av
A0

1− α∗Γ Av
A1

, RTF out
u =

B0

B1
= RTF in

u . (36)

Hence, contrary to the binaural MWF, for the MWF-RTF the output
RTF of the speech source is not perfectly preserved but the output
RTF of the interfering source is perfectly preserved.
Using (34) and (35) and exploiting (6), the output PSD of the speech
component Φout

x is equal to

Φout
x =

ρ2Ps

(
|A0|2 + |A1|2

)
(µ+ ρ)2

[
1 + Γ2K − 2ΓK

]
, (37)

with
K =

|A0 + αA1|2

(1 + |α|2)(|A0|2 + |A1|2)
. (38)

Using the Cauchy-Schwarz inequality, it can be shown that

0 ≤ K ≤ 1. (39)

Applying similar steps for the interfering source, the output PSD of
the interference component Φout

u is equal to

Φout
u =

PiP
2
s |σab|2

(µ+ ρ)2
(|A0|2 + |A1|2) (1−K) . (40)

Finally, combining the expressions in (37) and (40), the output SIR
can be calculated, according to (13), as

SIRout
MWF−RTF =

Psσ
2
a

Pi|σab|2

(
1 + Γ2K − 2ΓK

)
1−K . (41)

Note the similarity between the analytical expressions for the SIR
of the binaural MWF and the MWF-RTF in (24) and (41). Using
0 ≤ K ≤ 1 (cf. (39)), we can now show that

1 ≤ 1 + Γ2K − 2ΓK

1−K , (42)

such that the output SIR of the binaural MWF is always smaller than
or equal to the output SIR of the MWF-RTF, i.e.,

SIRout
MWF ≤ SIRout

MWF−RTF (43)

Using (31) and (32), the output PSD of the overall noise component
in the left hearing aid for the MWF-RTF is equal to

Φout
v,0 =WH

MWF−RTF,0RvWMWF−RTF,0

=
(

rHx,0 − κ∗BH
)
E (rx,0 − κB) , (44)

with E = R̃−1
y RvR̃−1

y . Applying the matrix inversion lemma to
R̃−1

y , the matrix E can be written as

E =
1

µ2

[
R−1

v − λR−1
v AAHR−1

v

]
with λ =

Ps(ρ+ 2µ)

(µ+ ρ)2
. (45)

Using (45) in (44) and exploiting (15), the output PSD of the overall
noise component in the left hearing aid can be written as

Φout
v,0 =

Psρ|A0|2

(µ+ ρ)2
− PsρΓ

2<{A0(A0 + αA1)∗}
(1 + |α|2)(µ+ ρ)2

+

PsρΓ2 |A0 + αA1|2

(1 + |α|2)2

(
1

µ2Σ
− ρ2 + 2µρ

µ2(µ+ ρ)2

)
. (46)
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Applying similar steps to calculate the output PSD of the noise com-
ponent in the right hearing aid Φout

v,1 , the sum of the output PSDs of
the overall noise component Φout

v = Φout
v,0 + Φout

v,1 is equal to

Φout
v =

Psρ

(µ+ ρ)2
(
|A0|2 + |A1|2

) [
1 + νΓ2K − 2ΓK

]
, (47)

with
ν =

(µ+ ρ)2

µ2Σ
− ρ2 + 2µρ

µ2
. (48)

Finally, by substituting (37) and (47) in (14), the output SINR of the
MWF-RTF is equal to

SINRout
MWF−RTF = ρ

1 + Γ2K − 2ΓK

1 + νΓ2K − 2ΓK
. (49)

Note the similarity between the analytical expressions for the output
SINR of the binaural MWF and the MWF-RTF in (25) and (49).
Using 0 ≤ Σ ≤ 1 (cf. (16)), 0 ≤ K ≤ 1 (cf. (39)) and µ ≥ 0, we
can now show that

1 + Γ2K − 2ΓK

1 + νΓ2K − 2ΓK
≤ 1, (50)

such that the output SINR of the binaural MWF is always greater or
equal to the output SINR of the MWF-RTF, i.e.,

SINRout
MWF−RTF ≤ SINRout

MWF (51)

4. EXPERIMENTAL RESULTS
The performance of the binaural MWF and the MWF-RTF was eval-
uated using measured binaural behind-the-ear impulse responses
(BTE-IRs) [22] at a sampling frequency of 16 kHz. Each hear-
ing aid was equipped with 1 microphone, i.e. M = 2, and was
mounted on an artificial head. In order to analyse the full potential
of the derived algorithms, we assume that a perfect estimate of the
correlation matrices and the RTF vectors of the speech source and
the interfering source is available. The BTE-IRs were measured in
an office environment with a reverberation time of approximately
300 ms. The desired speech source was located at 0◦ and the posi-
tion of the interfering source was varied between -90◦ and 90◦ in
steps of 5◦. The ATF vectors A and B of the speech source and
the interfering source were calculated from the measured BTE-IRs.
The PSDs of the speech source and the interfering source Ps and Pi

were calculated from two different speech signals (Welch method
using FFT size of 512 and Hann window). For the background noise
a cylindrically isotropic noise field was assumed, where the spatial
coherence matrix was calculated using anechoic ATFs of the same
database [22] and the PSD of the background noise was equal to the
PSD of speech-shaped noise. The global input SNR and the global
input SIR, averaged over all frequencies, were both equal to 0 dB,
leading to a global input SINR of -3 dB. The trade-off parameter µ
was set to 1 for all algorithms.
For the objective validation we have used global performance mea-
sures by averaging the logarithmic values of the output SIR in (13)
and the output SINR in (14) over all frequencies. In order to evalu-
ate the binaural cue preservation performance, we calculate the ILD
and ITD error, averaged over all frequencies, for the speech and
the interfering source, where the ILD and ITD cues are calculated
according to (12).
The global output SIR and the global output SINR are depicted in
Fig. 2. As expected from the theoretical analysis in Section 3.3,
the output SIR of the MWF-RTF is always larger than the output
SIR of the MWF (cf. (43)) and the output SINR of the MWF is
always larger than the output SINR of the MWF-RTF (cf. (51)).
Furthermore, it can be observed that the global output SIR of the
MWF-RTF is significantly larger (around 5 dB) than the global out-
put SIR of the MWF for all interfering source positions, whereas the
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Fig. 2: Global output SIR and SINR for the binaural MWF and the
MWF-RTF for different positions of the interfering source.
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Fig. 3: Global ILD and ITD error for the interfering source (MWF)
and for the speech source (MWF-RTF) for different positions of the
interfering source.

global output SINR of the MWF is only slightly larger (around 0.5
dB) than the global output SINR of the MWF-RTF.
The ILD and ITD errors for the interfering source (MWF) and for
the speech source (MWF-RTF) are depicted in Fig. 3. On the one
hand, for the interfering source the MWF introduces a large ILD
error (up to 10 dB) and a large ITD error (up to 0.2 ms), depending
on the position of the interfering source. On the other hand, for the
speech source the MWF-RTF introduces a small ILD error (up to
1.5 dB) and a very small ITD error (almost 0 ms), independent of
the position of the interfering source. Please note that for the MWF
the ILD and the ITD of the speech source are perfectly preserved (cf.
(23)) and for the MWF-RTF the ILD and the ITD of the interfering
source are perfectly preserved (cf. (36)).
In summary, from the theoretical analysis in Section 3.3 and the
experimental simulation results in this section we can conclude
that using the RTF constraint in the MWF-RTF leads to a signif-
icantly better suppression of the interfering source compared to
the binaural MWF, while the overall noise reduction performance,
comprising the suppression of both the interference component and
the background noise, is slightly degraded compared to the MWF.
Furthermore, while the MWF-RTF achieves perfect preservation of
the binaural cues of the interfering source and only slightly distorts
the binaural cues of the speech source, the MWF achieves perfect
preservation of the binaural cues of the speech source but introduces
a large distortion to the binaural cues of the interfering source.

5. CONCLUSION

In this paper we have theoretically analysed an extension of the bin-
aural MWF, i.e. the MWF-RTF, which aims to preserve the RTF of
the interfering source. It has been shown theoretically and exper-
imentally that for the MWF-RTF the performance in terms of the
output SINR is slightly lower but comparable to the performance of
the binaural MWF, while the output SIR is significantly larger. In ad-
dition, for the MWF-RTF, the binaural cues of the interfering source
are perfectly preserved, while the binaural cues of the speech source
are only slightly distorted. Hence, using the MWF-RTF, preserva-
tion of the RTF of the interfering source can be incorporated into
the binaural MWF without significantly degrading the overall noise
reduction performance and achieving a better suppression of the in-
terfering source.
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