
SYSTEM ARCHITECTURES FOR COMMUNICATION-AWARE MULTI-ROBOT NAVIGATION

James Stephan† Jonathan Fink‡ Alejandro Ribeiro†

†Department of Electrical and Systems Engineering, University of Pennsylvania
‡US Army Research Laboratory

ABSTRACT

In this paper, we present a hybrid system architecture that enables a team
of robots to self-organize into a multi-hop ad-hoc network allowing for
the completion of a given task while providing the desired end-to-end
data rates between designated robots. This architecture consists of a two
stage feedback loop in which an outer loop provides infrequent global
coordination and an inner loop, operating locally, controls the motion
and network routing of each robot. The resulting system is able to oper-
ate dynamically in complex environments with minimal global coordi-
nation as demonstrated through multiple experiments. We conclude with
a realistic application of our system, namely patrolling a set of hallways.

Index Terms— Communication-aware robot teams, networked
robots, multi-robot path planning

1. INTRODUCTION

Communication-aware robot teams must balance the goal of completing
the given task with the requirement of providing the minimum end-to-
end data rate. This is commonly referred to as the concurrent mobility
and communication problem. The complexity of this problem is derived
from the understanding that as one robot moves, the communication link
between it and every other robot in the network is affected. Thus, pre-
vious systems attempt to move the robots such that specific properties
of the underlying communication network are maintained. These prop-
erties range from maximizing the Laplacian’s second eigenvalue [2–5],
maintaining k-connectedness [6], to achieving desired end-to-end data
rates [7, 8].

In order for these systems to operate effectively, a tractable model
of the point-to-point link between robots must be available. This is com-
plicated by the random phenomenon known as fading, which can dra-
matically affect the quality of the link. Initially, the model used was a
simple binary disc, where if two robots were within a nominal distance
communication was assumed, [9–12]. This allows for the communica-
tion constraints to be modeled as geometric constraints, thus simplifying
the motion control portion of the system. The next set of models used,
which are more complex than a binary disc, estimate the expected chan-
nel rate by a smooth function of separating distance, [2–7, 13]. These
models allow for the motion control to consider the gradient of the link
rate, not just its existence. The final and most complex models use an
estimate of the expected link rate as well as an estimate of the variance
to capture the affects of fading, [8,14–17]. These models allow for more
robust guarantees on the channel rates, thus providing more confidence
in the ability of the system to maintain the desired network properties.

The main contribution of this paper is a hybrid system architecture
that is able to solve the concurrent mobility and communication problem
without the limitations exhibited by previous systems, while preserving
their beneficial qualities (Section 3). This system is validated and com-
pared to existing solutions experimentally (Section 4) and then used to
complete a realistic task of patrolling a set of hallways (Section 5).

Supported by the ARL MAST-CTA under Grant W911NF-08-2-0004. An
extended version of this paper has been accepted for publication at the IEEE In-
ternational Conference on Robotics and Automation, 2016 [1].

2. PROBLEM FORMULATION

For this paper, we use a team ofN robots capable of point-to-point com-
munication and movement though a known environment. Each robot on
the team is given an index i ∈ {1, . . . , N}. For robot i, its location in the
environment is denoted by xi(t) ∈ R2 and the collection of all N robot
locations is called a formation, x(t) ∈ R2N . At the initial time t0, the
team is in the formation x(t0) and is required to complete a given task by
time tf . This task is assumed to be a convex function that maps forma-
tions to real values, Γ(x) : R2N → R, and has a minimum value for the
desired final formation, x∗. In order to complete the task the team must
follow a safe trajectory, such that x(tf ) = x∗. A safe trajectory is one in
which, for all t ∈ [t0, tf ] the formation, x(t), avoids robot-robot colli-
sions, as well as robot-obstacle collisions. To ensure no robot-robot col-
lisions, we define the minimum safe distance for a robot, δr , and require
‖xi(t) − xj(t)‖2 > δr, ∀ i, j. Likewise, to ensure no robot-obstacle
collisions, we define the set of physical obstacles O = {os}Ss=1 that
must be avoided and require ‖xi(t) − os‖2 > δr, ∀ i, s. Using these
two requirements we define the set of safe formations F and require
x(t) ∈ F , ∀ t ∈ [t0, tf ].

While the goal of the team is to complete the given task, this must
not be done at the expense of K end-to-end data rates between desig-
nated pairs. These end-to-end rates, referred to as flows, consist of the
source-destination pair, (Sk,Dk) ∈ {N × N}, and the desired mini-
mum rate for each robot, aki,min ∈ [0, 1], where, aki,min > 0 for i = Sk
and aki,min = 0 for all i 6= Sk. To understand how data flows over
the ad-hoc network, we begin by modeling the rate at which robot i,
located as position xi(t), can communicate with robot j, located at po-
sition xj(t), as R(xi(t), xj(t)) = Rij(t) : R4 → [0, 1]. The amount
of data for flow k that robot i sends to robot j over this link is propor-
tional to the time the link is active, which is captured by the routing
variable αkij(t) ∈ [0, 1]. Therefore, the product of the channel rate and
the routing variable, αkij(t)Rij(t), is the data rate between i and j. To
simplify notation, the rates and the routing variables are consolidated
into a rate matrix, R(t) ∈ RN×N , with entries Rij(t), and a routing
solution α(t) ∈ RN×N×K , with entries αkij(t). To maintain feasibil-
ity, we require that the proportion of time that a given node is actively
transmitting is bounded from above by 1,

∑
j,k α

k
ij(t) ≤ 1 for all i.

Using these definitions, we define the difference between the outbound
date rate and the inbound rate of data not destined for the robot i as the
communication margin for robot i,

aki (α(t),x(t)) =

N∑
j=1

αkij(t)Rij(t) −
N∑

j=1, i 6∈Dk

αkji(t)Rji(t). (1)

To prevent unbounded queue growth we require (1) to be non-negative,
which allows for aki (α(t),x(t)) to be interpreted as the amount of data
that robot i can add to the network without compromising stability. Thus,
network integrity is achieved when,

aki (α(t),x(t)) ≥ aki,min, ∀i, k,
∑
j,k

αkij(t) ≤ 1, ∀i. (2)

Turning our attention to the motion of the team, we begin by mod-
eling the kinematics of a robot as a single input control system, ẋi(t) =
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f(xi(t), ui(t)), with input ui(t). For this paper, we limit our consid-
eration to robots with simple dynamics, resulting in full controllability.
Thus, we can more simply model the kinematics as ẋi(t) = ui(t), re-
sulting in an integral model of motion, where xi(t) =

∫ t
t=t0

ẋi(t) +

xi(t0). This allows us to write the following problem,

min
ẋ(t)

Γ (x (tf )) (3)

s. t. x(t) = x(t0) +

∫ t

t0

ẋ(s)ds, x(t) ∈ F ,

aki (α(t),x(t)) ≥ aki,min,
∑
j,k

αkij(t) ≤ 1.

The solution to (3), ẋ(t), is a series of control inputs for the team that
result in the robots moving from x(t0) to x(tf ) while avoiding collisions
and maintaining network integrity from t ∈ [t0, tf ].

3. COMMUNICATION-AWARE SYSTEMS

Multiple systems have been proposed to solve the concurrent mobility
and communication problem. The previously proposed systems can be
classified into two distinct groups, centralized and distributed. In this
section, examine one system from each group, highlighting their benefits
and drawbacks, and conclude with our hybrid architecture that is able to
achieve the benefits without the limitations.

3.1. Centralized System

A centralized system is one in which a single node determines the glob-
ally optimal action for each robot. One such system solves the concur-
rent mobility and communication problem by requiring ample margin
for the network integrity constraints and planning trajectories a priori
that satisfy these heightened requirements [8] . This is achieved by re-
formulating the channel rates, Rij as a Gaussian random variable and
providing a probabilistic guarantee on the satisfaction of (2). Specifi-
cally, this guarantee is written,

P

[
aki (α(t),x(t)) ≥ aki,min

]
> 1− ε. (4)

This formulation provides a margin of error when computing the end-
to-end rates for trajectories that visit locations where channel rates
have yet to be measured. Since Rij is a Gaussian random vari-
able, aki (α(t),x(t)) is also a Gaussian random variable with mean,
āki (α(t),x(t)) and variance ãki (α(t),x(t)). This allows (4) to be
written more precisely as,

āki (α(t),x(t))− aki,min√
ãki (α(t),x(t))

≥ Φ−1(ε), (5)

where Φ−1(ε) is the inverse Gaussian complementary cumulative distri-
bution function. The constraint in (5) has been shown to define a second
order cone problem when ε < 0.5. Therefore, given the formation x(t),
feasible α(t) can be determined in polynomial time via convex program-
ing techniques [18]. This allows for efficient validation of the feasibility
of a specific formation x(t). Using this, the system solves the following
modified version of (3),

min
ẋ(t),α(t)

Γ (x (tf )) (6)

s. t. x(t) = x(t0) +

∫ t

0

ẋ(s)ds, x(t) ∈ F ,

āki (α(t),x(t)) ≥ aki,min + Φ−1(ε)
√
ãki (α(t),x(t)),∑

j,k

αkij(t) ≤ 1.

To solve (6), a Rapidly Exploring Random Tree (RRT), [19], is used
to determine trajectories for the robots that are free from physical colli-
sions, as well as preserve network integrity. This is achieved by the RRT
verifying the existence of feasible α for each candidate formation, in
addition to collision free motion between those formations. This modi-
fication allows the RRT to determine a feasible trajectory, where by the
robots successfully solve (6) without requiring an exhaustive search of
the configuration space.

Upon successfully finding feasible trajectories, the system then ex-
ecutes them by way of a closed loop control system. To begin, the con-
troller commands the robots to move to their first goal location based on
its trajectory. After every robot reaches its goal, the next set of goals are
published. This process is repeated until the entire trajectory is executed,
at which point the task has been successfully completed. The α(t) are
determined during the planning process and provided to the robots along
with the trajectories. This approach results in a system that is able to suc-
cessfully operate in a complex environments, but requires a large amount
of coordination to guarantee the α(t) and x(t) are synchronized across
the team. Also, the tight control exhibited over the motion of the robots
introduces a rigidity to the system that can result in poor performance in
the presence of unexpected events.

3.2. Distributed System

In contrast to the centralized system, a distributed system is one in which
each robot determines its optimal action based on locally available infor-
mation to complete the task. To achieve this, these systems formulate the
problem of task completion such that distributed optimization techniques
can be applied. One such system allows for the team to reach designated
locations in the environment using only local information. The system
utilizes a continuous-time motion-gradient controller and a discrete-time
network routing system to solve the concurrent mobility and communi-
cation problem [7].

The motion-controller employs a modified navigation function that
allows each robot to reach their designated goal location, xi,0 while
avoiding obstacles, [20, 21]. The navigation function relies on the cre-
ation of virtual communication obstacles, βi(x(t)), which are derived
from the current α(t). To compute βi(x(t)), the network integrity con-
straints from (2) are used along with an additional tolerance, e > 0, as
follows,

βi(x(t)) = min
k=1,...,K

{aki (α(t),x(t))− aki,min + e}. (7)

The definition in (7) is non-negative when all of the network integrity
requirements at node i are satisfied, within the prescribed tolerance e,
and is negative when one of the requirements is violated. This indicates
that the zero-point of βi(x(t)) can be treated as an obstacle in a standard
navigation function,

φi (x(t)) =
ρi (x(t))(

ρi (x(t))κ + βi (x(t))2
)1/κ , (8)

where ρi (x(t)) = ‖xi(t) − xi,0‖2. When κ is sufficiently large, the
effects of these communication obstacles are confined to regions where
network integrity is at risk of being violated. Therefore, using,

ẋi(t) = −∇xiφi (x(t)) (9)

will result in the robot reaching its goal while preserving network in-
tegrity.

The successful operation of the motion controller is predicated on
the proper computation of α(t). To compute α(t) such that they are
not only feasible but provide maximum margin for the network integrity
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constraints the following optimization problem is used,

α(t) = argmax
aki ,α

k
ij

K∑
k=i

N∑
i=1

[
Uki (aki ) +

N∑
j=1

V kij(α
k
ij)

]
(10)

s. t. aki (α,x(t)) = aki ≥ aki,min,
∑
j,k

αkij(t) ≤ 1.

The goal of (10) is to compute the α(t) that not only preserve net-
work integrity, but also maximize the objective function to disambiguate
among the feasible α(t), given the spatial configuration x(t). The ob-
jective function is composed of a Uki (aki ), which captures the benefit of
achieving aki , and V kij(α

k
ij), which disincentivizes a heavy reliance on

single links. The resulting α(t) provides the required end-to-end rates,
when feasible, while providing a balance between robustness and rate
maximization.

Since (10) is a convex problem given x(t), it can be solved by dual
gradient decent with the introduction of non-negative dual variables,
λki (tn). Each of the λki (tn) are associated with a constraint in (10),
and use tn to track the current iteration. Grouping these variables into
a matrix, λ(tn) ∈ RN×K , allows for the construction of a Lagrangian,
L(λ,α,x), which can be decomposed into local Lagrangians,

Li(λ,α,x) =

K∑
k=1

Uki (aki )− λki aki

+

N∑
j=1

[
V kij(α

k
ij) + αkijRij(λ

k
i − λkj )

]
, (11)

where L(λ,α,x) =
∑N
i=1 Li(λ,α,x). Since Li(λ,α,x) only de-

pends on aki , λki , and αkij , as well as only the λkj ’s for which Rij > 0, it
can be computed using locally available information. Therefore, by ex-
changing λki among immediate neighbors, each robot can compute their
optimal rate and portion of the routing solution at iteration tn by solving,

aki (tn),
{
αkij(tn)

}N
j=1

= argmax Li(λ(tn),α(tn),x(tn)).

s. t. aki ≥ aki,min, (12)∑
j,k

αkij(t) ≤ 1.

After solving (12), the next step is to update the value of λki . To main-
tain the non-negative requirement for λki , a non-negative projection
P[y], which returns y is y ≥ 0 and 0 if y < 0 is used. Thus, by
following ∇λk

i
Li(λ,α,x), the λki (tn) are updated by, λki (tn+1) =

P
[
λki (tn)− ε

(∑N
j=1 α

k
ij(tn)Rij −

∑N
j=1 α

k
ji(tn)Rji − aki (tn)

)]
.

These updated values are then shared with all the robots within com-
munication range so they can be used in the next iteration of (12).
This process is repeated and converges to the optimal routing solution
when the formation is static. If the formation is changing the resulting
solutions will be near optimal, and the deviation from optimality is de-
pendent on the frequency of the iterations and the allowable velocity of
the robots. This system has demonstrated the ability to navigate a simple
environment and achieve desired locations for specific robots with no
global coordination. This allows the robots to react to other members of
the team dynamically, while locally optimizing the path traveled. Due to
operating with only local information, when the environment becomes
more complex this system is unable to avoid local minima and the result
is the inability to achieve the desired formation.

3.3. Hybrid System

To overcome the limitations of both the centralized and distributed sys-
tems, we propose a hybrid architecture that draws on the strengths of

each system while avoiding their pitfalls. This is accomplished by con-
structing a two-stage feedback system where an outer centralized loop is
responsible for infrequent global path planning and an inner distributed
loop is used to control the motion and network routing.

For the outer loop, the centralized path planner from Section 3.1 is
used. The process begins with the user providing the global task, Γ(x),
that is to be completed. The global planner then determines trajecto-
ries, x̃(t) = {x̃i(t)}Ni=1, that minimize Γ(x), while providing suffi-
cient margin for the network integrity constraints. Instead of execut-
ing the trajectories exactly, they are fed into a system that generates
a series of waypoints that are disseminated to the robots according to,
Xi =

{
x̃i(τw)

}W
w=1

. The values chosen for the τw are critical to de-
composing (3) into a series of subproblems that are free of local minima,
in the region where the robots are currently operating. This allows a dis-
tributed controller to successfully solve the sequential subproblems and
thus complete the task.

For the distributed controller, the system in Section 3.2 is leveraged
with the addition of a waypoint curator. The waypoint curator is respon-
sible for ingesting Xi from the outer loop and systematically updating
xi,0 from x̃i(τw) to x̃i(τw+1), when certain criteria are met. These two
criteria are ‖xi(t) − xi,0‖ ≤ δ for a specified value of δ > 0 and
t− tw > τw+1−τw, where tw is the time at which the xi,0 was updated
to x̃i(τw). Thus, the waypoint curator is able provide confidence that an
individual robot will follow its prescribed trajectory, within some toler-
ance, and the evolution of the entire formation will be similar. but not
identical to, the centralized plan. This combined with the decomposition
into sequential subproblems allows the distributed controllers to operate
independently after the initial planning stage.

This hybrid architecture is capable of operating in complex environ-
ments, similar to the centralized system, while minimizing the necessary
global coordination during execution, similar to the distributed system.
Thus, this system exhibits the benefits of the two different approaches
while avoiding their limitations. A more detailed description of the hy-
brid system can be found in [1].

4. RESULTS

For this paper, we use a team of Scarabs [22], a custom built robot de-
signed at the University of Pennsylvania, as our robotic platform. The
ad-hoc network is composed of Digi International XBee transceivers
mounted on the Scarabs. The environment used is the Graduate Re-
search Wing of the Levine building (Levine-GRW) at the University of
Pennsylvania. For the channel estimation, we are using a function that is
a polynomial fitting of experimental curves found in the literature [23].

4.1. System Comparison

In the initial set of experiments, we compare the successful packet trans-
mission of our hybrid system to the centralized system developed in [8].
The required task was to drive the sensing robot to the blue square, in
the upper right corner of the environment shown in Fig. 1a, from the
initial formation, in the lower left corner, while transmitting a video
stream from the sensing robot back to to the access point, a14,min = 0.5.
While this task is straightforward, the minimal set up allows for repeated,
nearly identical, trials and it is sufficient to demonstrate the capabilities
of both the hybrid and the centralized systems. A single set of way-
points from the waypoint generator is used by both the centralized and
hybrid systems to remove any bias incurred by different input waypoints.
For both trial sets the routing solution was determined at a rate of 10 Hz,
thus global coordination is required 10 times a second for the centralized
system, while only once at the start of the trial for the hybrid system fol-
lowed by only local communication. The results of ten trials are plotted
in Fig. 1c, where the solid line represents the average over all the tri-
als and the dotted envelope shows the one σ bounds. There are a few
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(a) Centralized system (b) Hybrid system
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(d) Centralized system
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Fig. 1: Figs. (a) and (b) show the final formation for both systems with their routing solutions indicated by the lines connecting the robots. In Fig.
(c) the solid line is the average performance and the dotted line indicates the σ bounds of the two systems. The black dashed line is the minimum
required data rate. In Figs. (d) and (e) the blue line is from the experiment under normal conditions and the red line is from an experiment where
there is a motor failure. The shaded region indicates the time the motor failed for the stalled experiment and the dashed line is the minimum rate.

items to note, first notice how well the hybrid system performs. Even
the one σ bound stays above the required data rate. This is mostly due to
the robots locally optimizing their trajectory and not moving in straight
lines. Another item to note is the spread on the one σ bounds. Since
the centralized system is including variance of the channel the spread
is much less than the hybrid system which is only using expected value
of the channel. Also since the hybrid system allows for deviations to lo-
cally optimize, the trajectories taken by the robots is not always the same
compared to the tightly controlled trajectories executed by the central-
ized system. The final item to note is the divergence of the results for the
two systems at 12 meters. While the hybrid system continues to exceed
the required data rates the centralized system drops off dramatically to
marginally meeting the requirements. This is a result of the centralized
system’s conservative approach to the routing problem and thus sacrific-
ing performance in favor of reliability. Conversely, the hybrid system is
leveraging current information which allows it to forgo a conservative
approach and maximize performance.

4.2. Dynamic Response

In this set of experiments, we highlight a major benefits of using a local
controller, as opposed a centralized waypoint system, namely dynamic
response to unexpected events. In these experiments, as with the previ-
ous section, the goal was to drive around the corner in Levine-GRW to a
goal location, but during deployment one of the robots has a temporary
restriction to its motion. This set of experiments were run just as the
previous section was but when a specific support robot reaches middle
of the lower hallway in Fig. 1a its motor is disabled for 120 seconds, to
simulate a temporary restriction in motion.

To compare the network performance of these tests we re-ran the
experiments without the robot stalling. The results of the two experi-
ments for the centralized and hybrid systems are plotted in Figs. 1d and
1e. In these plots the red and blue lines are the data rate of system with
and without the stall, which is indicated by the shaded region. It can
be seen that prior to the stall the two lines are in agreement for both
systems, but when the stall occurs we see that the two lines in Fig. 1d
diverge, while the they do not in Fig. 1e. The divergence in Fig. 1d is
due to the formation deviating greatly from the one that was verified by
the centralized planner. After the stall is recovered from we see that the
network performance returns to the desired value. In contrast in Fig. 1e
we see that the network performance never suffers from the robots being
out of position. This is because when the stall occurs the other mem-
bers of the team react accordingly, specifically the sensing robot halting
its motion. These experiments show how the hybrid system is more ro-
bust to dynamic changes in the environment and other obstacles that may
arise during the execution of a task when compared to the more brittle
waypoint synchronization of the centralized approach.
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Fig. 2: Data rates while patrolling the hallway.

5. APPLICATION

Having demonstrated the ability to control the motion of the team so
that the lead robot is able to reach a desired location while preserving
network integrity, we increase the complexity and duration of the task.
The task considered in this experiment is the repeated patrolling of a se-
ries of hallways while preserving network integrity. For this task to be
accomplished, the system must be modified to accept multiple goal loca-
tions for the sensing robot. Additionally, it must determine locations for
the support robots so that their required motion to support the patrolling
robot is minimized during the deployment. This experiment was con-
ducted in Levine-GRW with three support robots, an access point, and
a leader transmitting low-quality video, a14,min = 0.3. The lead robot
is tasked with repeatedly visiting sensing locations (A, B, C, D, E, B,
C) shown in Fig. 2a, for a total of 20 laps. Given the series of sensing
locations, the global planner determined that the optimal location for the
three support robots are B, C, and D. With the support robots in these lo-
cations the lead robot has a sufficient link back to the access point for the
entirety of the deployment. The results of the 20 laps are shown in both
Figs. 2a and 2b, where the individual laps are overlaid and examined.
In Fig. 2a the average data rate experienced at every location visited is
shown, with the color indicating the rate. In Fig. 2b the average data rate
and one σ bounds are plotted as a function of distance travelled from
the starting location. The minimum required rate is indicated by the red
dotted line and the sensing locations are indicated by the vertical dashed
lines. Note that not only is the average data rata above the required rate,
but the one σ value is also sufficient. The one location where the mini-
mum rate is not maintained is location A. This drop in performance can
be attributed to the time needed for the distributed controller to converge
to the new optimal solution after a dramatic change in the underlying
communication network. The change is dramatic because prior to A
there is a direct link to the access point, but right after A the data must
now be routed through the two robots stationed at B and C.
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