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ABSTRACT 

 
The 3D talking head has been developed fast, in which both 

external and internal articulators were demonstrated. For 

Mandarin pronunciation, the aspiration airflow is crucial to 

discriminate confusable Mandarin consonants. In this paper, 

we present a 3D talking head system for articulatory and 

aspiration animation with the use of EMA articulation data 

and airflow data simultaneously. The quantitative analyses 

of airflow data indicated confusable Mandarin consonants 

could be distinguished from each other by the mean airflow 

during voicing, peak expiratory airflow, and airflow 

duration. An airflow model was then incorporated into the 

3D articulatory model to produce the airflow in accordance 

with articulator movements of Mandarin pronunciation. An 

audio-visual test was designed to evaluate the current 3D 

articulation and aspiration system, where minimal pairs 

were used to recognize the animation. The identification 

accuracy was significantly improved from 43.9% without 

airflow to 84.8% with airflow-incorporated information. 

 

Index Terms—Airflow, PAS, 3D articulatory dynamics, 

confusable consonants, intelligible enhancement 

 

1. INTRODUCTION 
1
 

Speech perception based on audio-visual feedback appeared 

to be superior to auditory-only perception [1]. Besides the 

visible external information (e.g., lip, jaw), integrating 

visual information of the internal articulator movements 

(e.g., tongue, tooth, and even velum and nasopharyngeal 

wall) has received more and more attention [2-3]. Studies 

have demonstrated that information of internal articulators 

could improve speech comprehension [3], enhance the 

pronunciation training [4], and even help in speech therapy 

[5]. With the use of data collected from facial motion 
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capture [6], Electro-Magnetic Articulography (EMA) [7], or 

video-fluoroscopic images [8], speech visualization has 

been recently extended to use visual synthesis methods and 

a transparent 3D articulatory dynamics to vividly present 

both external and internal articulatory animations [9-11]. 

Based on the related perceptual test, subjects evaluated the 

3D animations with a high identification rate of minimal 

pairs of English phonemes [10-11].  

In particular, the acoustic and kinematic features in 

Mandarin pronunciation are different from English [12]. For 

instance, aspirated consonants in English are allophones in 

complementary distribution with their unaspirated 

counterparts, but in some other languages, notably Mandarin, 

the difference is contrastive [13-14]. Many confusable 

Mandarin consonants are differentiated only by the 

distinctive feature of unaspirated vs. aspirated contrast (e.g., 

b [p] vs. p [p’]). The above-mentioned confusable 

consonants have similar articulator movements to produce 

those sounds, which makes it difficult to discriminate them 

in the existing audio-visual pronunciation animations [12, 

15-18]. Therefore, airflow information might provide cues 

to enhance the discrimination between confusable Mandarin 

consonants. Moreover， traditional airflow control during 

articulation plays an important role for speakers with 

pathological voices [19-21]. Three studies [19-21] 

demonstrated aerodynamic parameter of airflow rate can be 

useful in discriminating normal from dysphonic voices.  

        In this paper, airflow information incorporated into a 

3D articulatory animation system was proposed. Airflow 

data of confusable Mandarin consonants were collected 

using Phonatory Aerodynamic System (PAS) Model 6600 

(KayPENTAX Corp.). After segmentation and data 

processing, the features of mean airflow during voicing, 

peak expiratory airflow, and airflow duration have shown 

significant differences between confusable consonants. 

Based on the 3D talking head system proposed in [9-11, 22], 

we incorporated an airflow model into the existing 3D 

articulatory model. The durations, peak values and overall 

values of airflow data were then used to drive the airflow 

model, in accordance with the articulation data. Perception 

tests were then carried out to evaluate the 3D articulation 
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and aspiration system, where the identification accuracies of 

minimal pairs were significantly improved compared to the 

3D articulation only.   

        The rest of this paper is organized as follows: Section 2 

describes the data collection and data analysis of airflow 

information using PAS. Section 3 presents the implement of 

airflow information on the existing articulatory dynamics. 

The experiments and results are shown in Section 4. Finally, 

discussion and conclusion go to Section 5. 

 

2. AIRFLOW DATA ACQUISITION AND ANALYSES 

 

2.1. Participants, materials and procedure 

 

Participants were six healthy young adults (3 males) 

between 23 and 27 years of age (M = 25.18 years, SD = 

1.08), with Mandarin as their native language. Each was free 

from colds or seasonal allergies on the day of testing. 

        To make discriminations among confusable consonants 

not only pronounced alone but also with a carrying syllable, 

the pronunciation materials were designed to contain two 

sessions. Session one covered 15 Mandarin consonants, 

which were divided into six groups sharing the same places 

of articulation and similar articulatory trajectory: Group 1 

contains two bilabial consonants in term of Pinyin (IPA in 

the square brackets): b ([p]) vs. p ([p’]); Group 2 contains 

two alveolar consonants: d ([t]) vs. t ([t’]); Group 3 contains 

two dorso-velar consonants: g ([k]) vs. k ([k’]); Group 4 

contains three alveolo-palatal consonants: j ([ʨ]) vs. q ([ʨ’]) 

vs. x ([ɕ]); Group 5 contains three front-apical consonants: z 

([ʦ]) vs. c ([ʦ’]) vs. s ([s’]); Group 6 contains three post-

apical consonants: zh ([tʂ]) vs. ch ([tʂ’]) vs. sh ([ʂ]). Session 

two consisted of 55 valid Mandarin syllables combining all 

the above-mentioned 15 consonants and six monophthongs 

([a], [o], [ɤ], [i], [u], [y]) in Mandarin. All the pronunciation 

materials were repeated three times by subjects. 

        Before use, the PAS flow-head and pressure transducer 

were calibrated according to the manufacturer’s instructions. 

Each participant was seated comfortably in a straight-

backed chair and instructed to perform each speaking task 

using their most comfortable vocal pitch and loudness. 

These instructions were provided to ensure that the speech 

samples obtained were as natural as possible. During data 

collection, participants were instructed to hold the PAS with 

two hands using the side handles on the device and to press 

the facemask firmly against the face so the nose and mouth 

were both covered to prevent air escape. 
 

2.2. Data analyses 

 

Airflow information was calculated on three aspects: mean 

airflow during voicing (L/S), peak expiratory airflow (L/S), 

and airflow duration (S). The best utterance was chosen 

from three repetitions. Fig. 1 shows the airflow fluctuation 

of “b” vs. “p”, and “ba” vs. “pa” pronounced by one 

subject. For consonants when pronounced alone, we 

selected the whole articulation to analyze airflow 

information. However, when occurred in syllables, the 

consonant needs to be properly split away from the 

following vowel. By using WaveSurfer software, we could 

clearly detect segment accompanied with F0 information 

that actually corresponded with the vowel segment. 

Moreover, we would check again by listening to selected 

audio to confirm the correctness of segmentation. 

 
Fig.1. The expiriatory airflow of “b” vs. “p”,  “ba” vs. “pa” 

 

2.2.1. The airflow of consonants when pronounced alone 

 

The average data of mean airflow during voicing, peak 

expiratory airflow, and airflow duration of confusable 

consonants when pronounced alone were shown in Table 1.  

 

Table 1． The average data of mean airflow, peak airflow, and 

airflow duration of consonants when pronounced alone 

Confusable 

Consonants 

in Isolation 

Mean 

Airflow 

(L/S) 

Peak 

Airflow 

(L/S) 

Airflow 

Duration 

(S) 

“b” [p] 

“p” [p’] 

0.33 0.70 0.21 

0.71 1.46 0.24 

“d” [t] 

“t” [t’] 

0.27 0.57 0.30 

0.34 0.81 0.30 

“g”[k] 

“k” [k’] 

0.17 0.37 0.32 

0.54 1.04 0.31 

“j” [ʨ] 

“q”[ʨ’] 

“x” [ɕ] 

0.17 0.36 0.40 

0.24 0.54 0.40 

0.27 0.43 0.58 

“z” [ʦ] 

“c” [ʦ’] 

“s” [s’] 

0.13 0.30 0.41 

0.28 0.69 0.45 

0.25 0.46 0.50 

“zh” [tʂ] 

“ch” [tʂ’] 

“sh” [ʂ] 

0.18 0.38 0.37 

0.28 0.61 0.40 

0.30 0.53 0.55 

 

Results of one-way ANOVA revealed that the airflow 

duration was significantly different among different 

consonants [F (14, 75) = 2.288, p < 0.05], and the peak 

airflow was also significantly different [F (14, 75) = 4.756, 

p < 0.001]. The similar results went to the mean airflow 

during voicing when pronounced alone [F (14, 75) = 4.367; 

p < 0.001]. Specifically, Tukey’s HSD post hoc pairwise 

comparisons within six groups showed that mean airflow of 

“p” [p’] is significantly higher than “b” [p]; “t” [t’] > “d” [t]; 

“k” [k’]> “g” [k]; “x” [ɕ] > “q” [ʨ’] > “j” [ʨ]; “c” [ʦ’] > “s” 

[s’] > “z” [ʦ]; “sh” [ʂ] > “ch” [tʂ’] > “zh” [tʂ] (all ps < 0.05), 

which could be observed more visually from Figure 2. 
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Fig.2. Mean airflow among different consonants when pronounced 

alone (Error Bars: ±1 SE)  

 

2.2.2. The airflow of consonants pronounced with a 

carrying syllable 

 

When pronounced with a carrying syllable, the average data 

of mean airflow during voicing, peak expiratory airflow, and 

airflow duration of confusable consonants were shown in 

Table 2. Results of one-way ANOVA revealed that airflow 

duration of aspirated consonants was much longer than that 

of unaspirated ones [F (14, 75) = 4.807; p < 0.01], and the 

peak airflow was significantly different among consonants 

[F (14, 75) = 16.731; p < 0.001].  

 

Table 2． The average data of mean airflow, peak airflow, and 

airflow duration of consonants with a carrying syllable 

Confusable 

Consonants 

Within Syllable 

Mean 

Airflow 

(L/S) 

Peak 

Airflow 

(L/S) 

Airflow 

Duration 

(S) 

“b” [p] 

“p” [p’] 

0.19 0.35 0.07 

0.53 1.02 0.12 

“d” [t] 

“t” [t’] 

0.13 0.31 0.05 

0.52 1.00 0.12 

“g”[k] 

“k” [k’] 

0.21 0.26 0.06 

0.53 0.95 0.11 

“j” [ʨ] 

“q”[ʨ’] 

“x” [ɕ] 

0.19 0.30 0.10 

0.43 0.72 0.16 

0.36 0.49 0.23 

“z” [ʦ] 

“c” [ʦ’] 

“s” [s’] 

0.17 0.33 0.13 

0.42 1.00 0.20 

0.29 0.48 0.24 

“zh” [tʂ] 

“ch” [tʂ’] 

“sh” [ʂ] 

0.22 0.43 0.11 

0.47 1.07 0.17 

0.45 0.60 0.22 

 

Moreover, the mean airflow during voicing was 

significantly different among consonants with a carrying 

syllable [F (14, 75) = 9.126; p < 0.001]. Specifically, 

Tukey’s HSD post hoc pairwise comparisons within the six 

groups indicated mean airflow with a carrying syllable of “p” 

[p’] was significantly higher than “b” [p]; “t” [t’] > “d” [t]; 

“k” [k’]> “g” [k]; “q” [ʨ’] > “x” [ɕ]> “j” [ʨ]; “c” [ʦ’] > “s” 

[s’] > “z” [ʦ]; “ch” [tʂ’] > “sh” [ʂ] > “zh” [tʂ] (all ps < 0.05), 

which could be observed more visually from Figure 3. 

 

 
 
Fig.3. Mean airflow among different consonants when pronounced 

with a carrying syllable (Error Bars: ±1 SE)  

 

3. THE IMPLEMENTATION OF AIRFLOW MODEL 

 
3.1. The algorithm of airflow model 

 

To visualize the state of aspiration at a given instant of time, 

the airflow’s velocity of pronunciation is modeled with the 

famous Navier-Stokes equations [23, 24]: 
  

  
  (   )  

 

 
                     ( ) 

      

where    is the velocity of the airflow,   is the kinematic 

viscosity,   is its density, and f is an external force. The 

symbol   is Laplacia, having   (           )⁄⁄⁄  in 

three-dimensions, and       . Then the density is 

simulated by: 
  

  
  (   )                            ( ) 

where   is the diffuse constant, and S is the source of 

density. 

To solve the above equations, a fast and stable semi-

Lagrangian fluids approach proposed by Stam [23, 24] is 

applied. Through applying projection operator P, which 

projects any vector field onto its divergence free part, on 

both side of Eq. 1, it has: 
  

  
  ( (   )        )                 ( ) 

where having the fact      and       . The right three 

parts of the equation are the advection, diffusion and 

external force items.  

According to Eq. 3, given the velocity field at a 

time   ( ) , then the velocity field at the next time step 

 (    )  over the time span    is generated through 

applying four steps of adding external force, self-advection, 

viscous diffusion and projection steps. A similar scheme is 

then used to move densities in Eq. 2, through adding source, 

advection and diffusion. 

To simulate the consonant airflow with the above 

method, the initial velocity  ( ) is zero, the external force is 

then added according the aerodynamic data of consonant 

pronunciation, having: 
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where subscript ‘s’, ‘p’, and ‘t’ refer to the states at start, 

peak and end time of pronunciation airflow, ‘ps’ 

corresponds to the onset stage from start time of 

pronunciation to the peak time, and ‘ep’ corresponds to the 

offset stage from peak to the end instant of pronunciation. 

Given that the start and end velocities of airflow are zero, 

velp is the peak flow rate, Q is the whole volume of the 

airflow. During onset period of pronunciation from start to 

peak, the source of density    is added as constant 

subsection of volume Q/N, the external force    is the same 

as    , and    (     )   , where N is the total time steps 

of this period.  While in offset period of pronunciation from 

peak to end, the source of density is not added and the 

external force    is set as    . In our simulation, the constant 

density of airflow    is 1.3g/L. 

 

3.2. The 3D articulation and aspiration system  

 

The 3D articulatory animation system presented in [22] used 

the articulation data collected from EMA device. By 

incorporating airflow model into the 3D articulation model, 

a new multimodal system was built up. The peak time, peak 

airflow, and airflow volume of the airflow data were 

represented by the density and velocity in the airflow model. 

Since the airflow data was different speaker from EMA data, 

the airflow duration was then warped to that of EMA 

articulation data. Using transparent view, the difference of 

airflow between minimal pairs can be seen (Fig. 4), which is 

hardly discriminated only through movements of articulators.  

                     “bo”                                    “po” 

   
Fig.4. The 3D articulation with dynamic aspiration animations of 

the minimal pair “bo” and “po”, at the peak states. 

 

4. EXPERIMENTS AND RESULTS 

 

To learn Mandarin pronunciation, confusable consonants are 

commonly mispronounced which are differentiated only by 

distinctive feature of unaspirated vs. aspirated contrast [25-

26]. Hence, a set of minimal pairs was chosen to evaluate 

the 3D articulation with aspiration animation. A total of 12 

syllables containing the confusable consonants were divided 

into six pairs. The audio-visual perception test [9] attempts 

to assess whether the animations of the airflow-incorporated 

3D articulatory dynamics can be recognized without audio. 

A total of 11 subjects with Mandarin as their native 

language were recruited to participate in two perception 

tests. In one test, the audio streams of one minimal pair were 

played firstly, and then the mute 3D animations without 

airflow information were shown in which two syllables of 

one minimal pair appeared in a random order. The subjects 

were asked to identify which animation corresponded to the 

syllable. The same procedures went to the other test, while 

the order of the two tests was counterbalanced among 

subjects. Perceptual results were shown in Table 3. The 

average identification accuracy showed a rising trend, 

growing from 43.9% without airflow information to 84.8% 

with airflow-incorporated information. The identification 

accuracy of the minimal pair “ji” and “qi” even reached the 

ceiling level with the help of aspiration animations. 

Table 3． The identification accuracy of minimal pairs 

Confusable 

Consonants 

Without Airflow With Airflow 

Accuracy (%) Accuracy (%) 

b([p]) vs. p([p’]) 45.5 90.9 

d([t]) vs. t([t’]) 36.4 72.7 

g([k]) vs. k([k’]) 36.4 90.9 

j([ʨ]) vs. q([ʨ’]) 54.5 100 

z([ʦ]) vs. c([ʦ’]) 54.5 81.8 

zh([tʂ]) vs. ch([tʂ’]) 36.4 72.7 

Mean 43.9 84.8 

 

5. DISCUSSION AND CONCLUSION 
 

In Mandarin, the aspiration airflow rate plays a decisive role 

in discriminating confusable consonants with the same place 

and similar manner of articulation [13-14]. Using PAS, our 

study quantitatively calculated the mean airflow during 

voicing, peak expiratory airflow and airflow duration of 

confusable Mandarin consonants. Results indicated 

confusable Mandarin consonants could be distinguished 

from each other by the airflow-related parameters. However, 

existing 3D Mandarin articulatory tutors mainly focus on the 

movements of articulators. Airflow information, which is 

important in distinguishing some confusable consonants, is 

not considered in earlier studies [12, 15-18]. 

Our current multimodal system contains dynamic 

airflow information from data collected by PAS. We aim at 

illustrating aerodynamic airflow differences of confusable 

Mandarin consonants through realistic presentation of the 

airflow information in our existing EMA-data-driving 

articulatory animation system. In the audio-visual test, the 

syllable identification accuracy of only 43.9% without 

airflow information was improved to over 84.8% with the 

airflow-incorporated 3D articulatory animation system 

which can illustrate the differences between the confusable 

consonants. By demonstrating visual airflow information, 

the current 3D articulation and aspiration system provides a 

promising pronunciation training method not only for 

Mandarin L2 learners, but also for speakers with certain 

pathological voices and hearing-loss children. 
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