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ABSTRACT

This paper addresses the task of assigning a title to topic segments
automatically extracted from TV Broadcast News video recordings.
We propose to associate a topic segment with the title of a newspaper
article collected on the web at the same date. The task implies pair-
ing newspaper articles and topic segments by maximising a given
similarity measure. This approach raises several issues, such as the
selection of candidate newspaper articles, the vectorial representa-
tion of both the segment and the articles, the choice of a suitable sim-
ilarity measure, and the robustness to automatic segmentation errors.
Experiments were conducted on various French TV Broadcast News
shows recorded during one week, in conjunction with text articles
collected through the Google News homepage at the same period.
We introduce a full evaluation framework allowing the measurement
of the quality of topic segment retrieval, topic title assignment and
also joint retrieval and titling. The approach yields good titling per-
formance and reveals to be robust to automatic segmentation.

Index Terms— Topic segmentation, title assignation, term
weighting, Okapi, similarity measures.

1. INTRODUCTION
For the last decade, web technologies have made available to the
public huge amount of information and making relevant information
fastly and easily accessible is a crucial issue. This is particularly
true for very recent information coming from news companies, TV
channels, newspaper websites. Some web companies automatically
collect such news from many sources, and process them in order to
present information in a structured way around topic [1]. TV Broad-
cast News (TVBN) videos accessible on the web usually contain the
entire show, addressing several subjects. Being able to segment a
show into topically coherent segments offers the possibility to navi-
gate more easily through the show. Additionally, providing a title to
each segment offers the possibility for a user to have a rapid access
to a subject that he is interested in.

Topic segmentation (TS) [2, 3, 4] is the task which consists
in splitting a video into thematically homogeneous fragments, each
fragment addressing only one subject. In this study, we address the
complementary task that consists in giving a title, when it is possible,
to each topic segment extracted from TVBN shows. The video itself
can contain relevant information for this titling task such as oral pre-
sentation of the main topics at the very beginning of the show, title
captions that could be extracted by video OCR techniques. How-
ever, the former is not exhaustive as only the main topics are in-
troduced and the latter heavily depends on editorial rules of each
channels, as text captions are not always present. In order to have a
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generic approach, independent to any editorial policies, and to pro-
duce well-formed titles, we propose to use external data. Namely, we
propose to compute pairings between topic segments extracted from
daily videos and newspaper articles collected on the web at the same
date. The title attributed to a topic segment is the title of its paired
newspaper article, if any. The difficulty is that a fine-grained pairing
stategy must be developped in order to have a precise title (it is not
acceptable to propose the title of any article generally speaking about
football if the topic segment is about a particular game of a particular
team). However, in addition to giving a precise ”well-written” title
to video topic segments, this approach has the advantage of offering
an interesting possibility to directly point relevant newspaper arti-
cles related to a segment. Eventually, this approach can also yield to
News aggregation services where newspaper articles can be aggre-
gated with excerpts of TVBN shows.

In the literature, research works on TVBN titling are very rare,
while such works are more frequent for textual data. When asso-
ciated to TS the labeling task is usually considered as a supervised
classification task, where titles are searched from a predefined set
of labels [5].There are more studies in the domain of topic models
labeling where titles are searched for on the basis of a list of Top
N words selected from the topic modeling process. [6] proposes
a method to select specific words from Wikipedia article titles that
match these TopN words in order to label topic models estimated on
text documents, like the LDC Gigaword corpus. Apart from work-
ing on topic models rather than on topic segments, another differ-
ence with our approach is related to the evaluation protocol: they
propose a list of ranked candidates that are a posteriori validated
by annotators. In [7], terminology and keyphrases are automatically
extracted from text segmentation in order to browse collections of
documents, while in [8] topic keyphrases are extracted from Twit-
ter. Recently, [9] presented an approach to segment and label asyn-
chronous human-human text conversations such as emails and blog
comments. In their case, target labels are short descriptions of the
conversation and they explore generative methods to automatically
derive them.

Our TS algorithm is briefly presented in section 2. Section 3
presents the topic titling approach. In section 4, we introduce new
metrics for the segmentation and titling tasks as well as for the joint
process. Finally, section 5 reports the details of our databases and
experimental results.

2. TOPIC SEGMENTATION

Our topic segmentation (TS) algorithm is based on a cohesion curve
computed between adjacent blocks, using a sliding window along the
show. The unitary element is the breath group (BG), i.e. sequences
of words between two pauses. Each BG boundary can be a poten-
tial topic segment boundary. A bloc then corresponds to a window
of a given number of BGs. Each BG has a vectorial representation
formalizing a bag-of-words approach. Cohesion is computed thanks
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to the cosine similarity metric between vectorial representations of
blocks. Then a recursive process detects local minima on the cohe-
sion curve: low cohesion values mean that there are few terms in
common between adjacent blocks, and the boundary between these
blocks is likely to be a topic boundary. Then a final validation step is
applied that confirms or rejects an hypothesized boundary by com-
puting the cohesion between the corresponding adjacent hypothe-
sized segments.

This algorithm is derived from the original TextTiling algorithm
[10] principle but beyond the sliding-window mechanism, we have
introduced in previous work several original modifications in the al-
gorithm itself and more specifically in the vectorial representation
of data. Hence, even though the grounding approach is simpler than
other TS approaches, our algorithm yields good performances on
TVBN data (see eg. [4] for a more detailed state of the art on TS).

The main original properties of our algorithm are related to the
chosen space for vectorial representation: In [4] we have introduced
the notion of speech cohesion, extending the lexical vectorial repre-
sentation to speaker information available from speaker diarization.
A potential boundary is effective if the joint distribution of terms
and speakers is different enough from one side of the boundary to
the other. Additionally, in [11] we have proposed to increase the
relevance of lexical cohesion thanks to semantic relations between
terms rather than simply considering term repetition. The seman-
tic relation between two terms is given by the Cosine similarity be-
tween their word embeddings. Embeddings are estimated with the
word2vec toolkit [12] on a diachronic corpus extracted from Google
News on the same day of the TVBN show to be segmented.

3. TOPIC TITLING
The underlying idea of our approach is to compute a similarity mea-
sure between a topic segment and newspaper articles in order to as-
sign to the segment the title of the article that maximizes a similarity
measure, provided that this measure is above a given threshold, or to
decide that the segment cannot be assigned any title otherwise. Ac-
tually, it can happen that some subjects addressed in TVBNs may not
be addressed in newspaper articles: TVBN editors sometimes pro-
pose reports on subjects which are not necessarily relayed by printed
and digital media. From an applicative point of view, it is important
that our system doesn’t propose any title for such segments (other
approaches should be explored such as extractive or generative ti-
tling). This raises several issues, such as the selection of candidate
articles, consistent vectorial representation for segments and articles
and the choice of a suitable similarity measure.
3.1. Candidates selection
Candidate titles are those appearing on the Google News homepage
during the day when the segment is broadcasted. This web page
is constantly updated and gathers many articles from various press
website. Articles are clustered and presented by News topic. For
each topic cluster, one article is highlighted as the main article of the
topic and other ones are shown as related. In order not to discard too
many articles, we have chosen to download the web page every hour.
Only the article content itself is relevant while the remaining (e.g.
navigation menu, reader comments, pictures, etc.) is uninformative.
We use the Boilerpipe [13] library that provides accurate algorithms
to detect and remove all the surplus of a web page.
3.2. Vectorial representation
Similarity is computed between spoken segments and written texts.
Due to their nature, the language style may vary between these doc-
uments and automatic transcriptions may contain errors. Hence it
is important to choose a robust representation with efficient pre-
processing for both written and spoken documents. Topic segments

and articles are represented by a list of words, sorted by their order
of relevance. In order to extract the list of words, a pre-processing
step is applied thanks to the lia tagg software [14]. Only nouns,
adjectives and non-auxiliary verbs are retained, in their lemmatized
form. As for TVBN topic segments, words that have a low confi-
dence measure are also discarded.

For relevance estimation, we use TF − IDFBM25 weighting
scheme (also named Okapi[15]). Okapi computation is performed
by considering each topic segment of a given TVBN show as a
document. Conversely, the relevance score of a term in an article is
computed relatively to all articles collected on the same day. Terms
with a negative Okapi score (in particular for terms occurring in
more than half of the documents) are discarded from the list. Positive
scores can be greater than one: in order to alleviate scaling issues,
we systematically normalize positive scores by the maximum value
in each document. Additionally, in order to focus on relevant terms,
terms with a normalized score under 0.25 are discarded. As a result,
each topic segment and each article is represented by a list of terms,
with a relevance score between 0.25 and 1.0.

3.3. Similarity measure
Similarity measures between textual documents have been widely
explored and exploited for various applicative purposes. Cosine and
Jaccard have proven to be efficient for several different tasks. [16]
studied the impact of similarity measures for similar words cluster-
ing and introduced the LIN measure that was further studied in [17]
for automatic thesaurus extraction and compared with a variant of
extended Jaccard similarity. In this study, we compare similarity
measures described in table 1, where S is the list of terms used in
speech segment S and A is the list of terms used in article A, and
wS(t) (resp. wA(t)) is the weight of term t in segment S (resp. A).

Set JACCARD |S∩A|
|S∪A|

Extended JACCARD
∑

t∈S∩A wS(t)∗wA(t)

‖WS‖2
2
+‖WA‖2

2
−
∑

t∈S∩A wS(t)∗wA(t)

LIN
∑

t∈S∩A wS(t)+wA(t)∑
t∈S∪A wS(t)+wA(t)

Cosine
∑

t∈S∩A wS(t)∗wA(t)

‖WS‖
2
∗‖WA‖

2

Table 1. Similarity measures

4. EVALUATION METRICS

4.1. Topic Segmentation evaluation
Several metrics have been proposed and compared in the literature.
Considering topic segmentation as a topic boundary retrieval task
naturally leads to the use of boundary detection precision, recall and
F-measure. However beyond boundary detection, we need to use a
metric that will be relevant for evaluating topic segmentation in the
context of our final applicative task which is topic segmentation and
titling; hence we need a metric that reflects the quality of segments.
pk [18] and windowdiff [19] have been widely used but evaluate the
overall segmentation quality along the complete show. What’s more,
the interpretation of the obtained numerical values is not straightfor-
ward. In [4] we have proposed to evaluate topic segmentation from
the segment retrieval point of view, defining a quality measure for
each reference segment.

Let S be a reference segment, the evaluation process searches for
the test segment H(S) which has the maximal temporal coverage
of S. H(S) can be seen as the system’s response to the task of
retrieving S. To measure the quality of the system’s response for this
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specific reference segment S, we define the coverageCovS→H(S) as
the percentage of duration of S which overlaps withH(S). It can be
seen as the temporal recall of the reference segment. Conversely, we
define the coverage CovS←H(S) as the percentage of duration of the
test segment which overlaps with S. It can be seen as the temporal
precision of the system’s response. Finally, we define the harmonic
coverage CovS↔H(S) as the harmonic mean of CovS→H(S) and
CovS←H(S). This harmonic coverage can be seen as the retrieval
quality for the reference segment.

 𝐻1  𝐻2  𝐻3  𝐻4 

𝑅1 𝑚𝑎𝑡𝑐ℎ 𝐻1   𝐶𝑜𝑣𝑅1→𝐻1
= 100%  𝐶𝑜𝑣𝐻1→𝑅1

= 86%  𝐶𝑜𝑣𝑅1↔𝐻1
= 92% 

 

 𝑅1  𝑅2  𝑅3  𝑅4 

𝑅2 𝑚𝑎𝑡𝑐ℎ 𝐻2   𝐶𝑜𝑣𝑅2→𝐻2
= 94%  𝐶𝑜𝑣𝐻2→𝑅2

= 48%  𝐶𝑜𝑣𝑅2↔𝐻2
= 63% 

𝑅3 𝑚𝑎𝑡𝑐ℎ 𝐻2   𝐶𝑜𝑣𝑅3→𝐻2
= 100%  𝐶𝑜𝑣𝐻2→𝑅3

= 45%  𝐶𝑜𝑣𝑅2↔𝐻2
= 62% 

𝑅4 𝑚𝑎𝑡𝑐ℎ 𝐻4   𝐶𝑜𝑣𝑅3→𝐻2
= 38%  𝐶𝑜𝑣𝐻2→𝑅3

= 100%  𝐶𝑜𝑣𝑅2↔𝐻2
= 55% 

Fig. 1. Example of harmonic coverage computation

Depending on the minimum retrieval quality γ considered ac-
ceptable, a reference segment S is considered as correctly retrieved
if CovS↔H(S) ≥ γ and incorrectly retrieved if CovS↔H(S) < γ.
In the example presented in figure 1, if we set the required minimum
harmonic coverage γ to 85%, only one segment (R1) is correctly re-
trieved. LetR be the set of reference segments and SegErrγ the set
of incorrectly retrieved segments, we can define the Segmentation
Error Rate (SegERγ), for a given level of required retrieval quality
γ, as the rate of incorrectly retrieved segments:

SegERγ =
#SegErrγ

#R
(1)

It is also possible to derive an equivalent metric, weighted by seg-
ment duration: dSegErrγ is obtained by summing up the duration
of erroneous segments and dividing by the total duration of the show.
It allows expressing the proportion of time that is correctly and in-
correctly processed by the topic segmentation algorithm.

4.2. Topic titling evaluation on manual segmentation
The protocol for manually annotating the ground truth for the titling
task was defined as follows. Given a reference topic segment, and
the set of articles’ titles collected during the same day, the annotation
process consists in specifying if (i) a title is suitable for the segment,
if (ii) a title could be suitable for the segment but appears to be
too specific or too generic or if (iii) it does not reflect the segment.
All the titles that have been annotated as suitable for the segment
S are gathered in the set Accept(S). Titles of the second and third
category are considered as non-acceptable in this study. Reference
topic segments can belong to two sets. MATCH (M ) contains seg-
ments that can be assigned at least one title (non empty Accept(S)).
Conversely, NOMATCH (M ) contains segments that have no corre-
sponding article in the candidate list.

The titling system’s response is considered as correct when a
segment S from M is assigned a title that belongs to Accept(S)
or when a segment S from M is not assigned any title. Errors can
be of three types: substitution (Sub) when a segment S from M
is assigned a title that doesn’t belong to Accept(S), false rejection
(FR) when a segment S from M is not assigned any title and false
alarms (FA) when a segment S from M category is assigned a title.

The Titling Error Rate (TER) is defined as the sum of all pos-
sible errors over the total amount of segments.

TER =
#Sub+#FR+#FA

#R
(2)

4.3. Topic segmentation and titling evaluation

Our final objective is to be able to retrieve topic segments and to
assign a title to automatic segments. Hence, a correct result is a
segment correctly retrieved (i.e. for which CovS↔H(S) ≥ γ) and
for which the titling process provides a correct result. Indeed, titling
evaluation can only be measured for automatic segment when there
is no ambiguity of title reference for this segment. Hence, titling
error rates are only measured on the subset of correctly retrieved
segments resulting in Subγ , FRγ and FAγ . We define the overall
segmentation and titling error rate (STERγ), for a given level of
required retrieval quality γ, as follows:

STERγ =
#SegErrγ +#Subγ +#FRγ +#FAγ

#R
(3)

Similarly to dSegErrγ , we can define dSTERγ by weighting
each error by the duration of the corresponding segment relatively to
the total duration of the show.

5. EXPERIMENTS

5.1. Corpora description

From the 10th to the 16th of February 2014, 29 hours of BN have
been recorded from 8 french TV channels (TF1, France2, France3,
M6, Arte, D8, NT1, Euronews). The corpus is composed of 86
shows. Manual transcriptions of TVBN shows are not available.
Automatic transcription and pause detection are performed by the
Vocapia speech to text engine, based on the Limsi technology [20],
achieving 16.1% of Word Error Rate on an equivalent Broadcast
News corpus [4]. A reference topic boundary annotation has been
manually performed. The definition of a topic can be subject to
various interpretations. In our work, a topic subject is a piece of
information that can be extracted and watched independently. If sev-
eral consecutive subjects about sport are encountered, the sport sec-
tion will be subdivided into several topic segments. This applicative
choice makes both the segmentation and the titling task more diffi-
cult. Similarly to [21], the first and last topic segments of a show are
discarded when they correspond to the titles presentation or the sum-
mary. Finally, 997 topic segments are considered in this paper. In
the rest of this paper we make a distinction between short segments
(duration < 30s) and long segments (duration ≥ 30s).
During the same period, the Google News homepage has been down-
loaded every hour, with a focus on the main article of each News
cluster. As a result, a database of 5.4k entries has been generated
among which only 4.6k are unique articles (a same article can re-
main a main article during several hours). On average 660 articles
are considered per day. As a result of the titling annotation pro-

total Avg Dur. MATCH NOMATCH

Long Seg. 761 131.4s 467 294
Short Seg. 236 20.4s 191 45
All Seg. 997 105.1s 658 339

Table 2. Available titles for long and short segments

cess, 633 topic segments have been associated with a non-empty set
Accept(S). On average, non-emptyAccept(S) sets contain 10.7 ar-
ticles. Table 2 provides details about the repartition of MATCH and
NOMATCH segments among long and short segments. Interestingly,
the proportion of NOMATCH is higher for long segments than for
short segments. Hence, 86.7% of the NOMATCH segments are long
segments. It is more likely that the channels who choose to present
a particular topic that is not present in the Google News headlines,
develop the subject in a longer segment.
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5.2. Experimental Results
5.2.1. Topic segmentation

From a boundary detection point of view, our segmentation algo-
rithm yields a F-measure of 75.8% decomposing into 73.6% recall
and 78.0% precision. Despite a simple sliding-window based algo-
rithm, these results are good results compared to other state-of the
art approaches on similar data. This is due particularly to our vecto-
rial representation of breath groups that include speaker information,
the use of a semantic relation matrix in the cohesion computation,
and also on the final boundary validation step which increases the
precision. Beyond F-measure, as mentioned in section 4.1, we eval-
uate topic segmentation in its capacity to retrieve segments. Table
3 presents the SegER for different retrieval quality thresholds γ.

As expected, the higher the required retrieval quality, the higher

SegERγ (%) γ = 80% γ = 85% γ = 90%
Long segments (761 seg.) 21.2 23.4 30.6
Short segments (236 seg.) 68.6 75.0 80.1

All (997 seg.) 32.4 35.6 42.3

All duration (dSegER) 22.2 24.2 30.7

Table 3. Segment retrieval evaluation

the segmentation error rate. Considering that 85% is an accept-
able minimum retrieval quality, our system has an overall SegER
of 35.6%, but with performance for long segments (23.4%) being far
better than for short segments (75.0%), which is a common issue for
topic segmentation in general. If weighted by the duration of each
segment, the overall dSegER expressed in the last line is equal to
24.2% meaning that 75.8% of the total duration of the shows is cor-
rectly retrieved by the segmentation algorithm.

5.2.2. Titling evaluation from reference topic segmentation
In this section the titling approach is evaluated on manually seg-
mented topic segments. Figure 2 presents the results of our titling
approach for various similarity measures. The rejection strategy for
segments who shouldn’t be assigned any title consists in setting a
threshold on the similarity value between a segment and an article.
We present the results as ROC curves (the sum of Substitution Rate
and FR Rate is plotted as a function of the FA rate) where this thresh-
old is varying. The choice of a threshold has an impact on the bal-
ance between FA and FR rates.
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Fig. 2. TER decomposition for various similarity measures

The first observation is that using a weighted similarity metric is
always better than the Set Jaccard metric. Only taking into account
the number of terms in common between a segment and an article
is not efficient enough. Among the metrics that involved weighted
terms, Cosine similarity and the Extended Jaccard provide the best
results. Cosine is considered for the rest of the paper.

Table 4 gives detailed performances for long and short segments
when using the Cosine similarity metric. On the overall our titling
system performs 11.8% error rate. Although the short segments have

Cosine TER Sub FA FR
Long Segments (761 seg.) 11.3 3.4 3.4 4.5
Short Segments (236 seg.) 13.6 5.5 5.1 3.0

All (997 seg.) 11.8 3.9 3.8 4.1

Table 4. Cosine for manually segmented long and short segments

a higher TER than the long ones, the difference is moderate. Hence,
the proposed titling method is robust to short segments.

A deeper analysis of the remaining susbstitution errors, reveal
some ambiguous cases. In particular, some events are very dynamic
during a given day. For instance, during the winter Olympic Games,
a newspaper article published in the morning can be outdated at mid-
day. Some errors are also due to the fact that a similar event can be
described in several areas, for instance bad weather conditions in
Brittany (a French region) and in Great Britain. This is the limit
of our bag of words representation for segments and articles, higher
level semantic analysis should be applied to overcome these issues.

Correct Tiltle Erroneous Title
Sotchi: France is waiting Martin Fourcade: first gold
for its first medal medal for France at Sotchi
Floods: three departments Storm: 10.000 households
remain under high vigilance without power in Brittany

Table 5. Examples of ambiguous titles

5.2.3. Titling evaluation from automatic topic segmentation

Table 6 illustrates the performances of the overall segmentation and
titling process. The low amount of titling errors on automatic seg-
ments shows that the titling process is robust to automatic boundary
detection.

γ = 85% STER SegErr Sub FA FR
Long (761 seg.) 34.0 23.4 3.8 1.3 5.3
Short (236 seg.) 77.5 75.0 0.8 1.3 0.4
All (997 seg.) 44.3 35.6 3.1 1.3 4.1

Table 6. Joint segmentation and titling error rate.

The overall STERγ is dominated by segmentation errors. Here
again it is interesting to observe the performance on long and short
segments. As a matter of fact the overall 44.3% STER85 is only
34.0% when evaluated on long segments. When computed relatively
to the duration of segment the overall dSTER85 is equal to 34.2%
meaning that the full system is able to correctly retrieve and title
65.8% of the duration of TVBN shows.

6. CONCLUSION
In this paper, we have proposed a fully automatic framework to seg-
ment and label topics in TVBN. After a topic segmentation step, the
generated segments are assigned a title corresponding to an article
collected from Google News during the same day. This matching
process between a spoken document fragment and a written article
relies on a similarity measure between vectorial representation of the
spoken document and the article. A global evaluation framework to
evaluate both segmentation and titling errors is proposed. A detailed
analysis shows that the segmentation step remains the most error
prone. But as long as the segmentation retrieval is good enough, the
titling error rate is very low and robust to automatic TS boundary
generation. As a perspective to this work, it is envisaged to com-
bine the titling process and the segmentation process. The good ti-
tling performance observed on short segment suggest that it could be
helpful to use the information of the titles that are similar to a block
to improve short segments retrieval performance.

6103



7. REFERENCES

[1] Abhinandan S Das, Mayur Datar, Ashutosh Garg, and Shyam
Rajaram, “Google news personalization: scalable online col-
laborative filtering,” in Proceedings of the 16th international
conference on World Wide Web. ACM, 2007, pp. 271–280.

[2] Lei Xie, Yulian Yang, Zhi-Qiang Liu, Wei Feng, and Zihan Liu,
“Integrating Acoustic and Lexical Features in Topic Segmen-
tation of Chinese Broadcast News Using Maximum Entropy
Approach,” in International Conference on Audio, Language
and Image Processing, 2010, pp. 407–413.

[3] Igor Malioutov and Regina Barzilay, “Minimum Cut Model for
Spoken Lecture Segmentation,” in International Conference
on Computational Linguistics, 2006, pp. 25–32.
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