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ABSTRACT

We present exemplar-inspired low-resource spoken keyword search
strategies for acoustic modeling, keyword verification, and system
combination. This state-of-the-art system was developed by the
SINGA team in the context of the 2015 NIST Open Keyword Search
Evaluation (OpenKWS15) using conversational Swahili provided
by the IARPA Babel program. In this work, we elaborate on the
following: (1) exploiting exemplar training samples to construct a
non-parametric acoustic model using kernel density estimation at
test time; (2) rescoring hypothesized keyword detections through
quantifying their acoustic similarity with exemplar training samples;
(3) extending our previously proposed system combination approach
to incorporate prosody features of exemplar keyword samples.

Index Terms— Spoken term detection (STD), keyword spot-
ting, under-resourced languages, deep neural network (DNN), large
vocabulary continuous speech recognition (LVCSR), automatic
speech recognition (ASR)

1. INTRODUCTION

Spoken keyword search (KWS) is a detection task where the goal
is to find all occurrences of an orthographic term (e.g., word or
phrase) from audio recordings. Approaches to spoken keyword
search are often LVCSR-based, which follow the transcribe-and-
search paradigm. For resource rich languages such as Arabic,
English, and Mandarin, high performance is readily achieved with
abundant training data [1]. However, for low resource languages
(e.g., Vietnamese, Tamil, Swahili), it is more challenging, since
LVCSR requires large amounts of training data to obtain good per-
formance. Such challenges have led to initiatives such as the NIST
Open Keyword Search Evaluation since 2013 and the IARPA Babel
program: “... to rapidly develop speech recognition capability for
keyword search in a previously unstudied language, working with
speech recorded in a variety of conditions with limited amounts of
transcription.”

Approaches for low-resource keyword search can be categorized
into two types. The first approach indirectly addresses the problem
by improving speech recognition or keyword search performance in
general. Classic approaches include acoustic feature selection and
extraction [2, 3], keyword verification (rescoring) [4, 5], score nor-
malization [6, 7], and system combination (fusion) [6, 7]. This latter
approach is usually more popular, because once a baseline LVCSR-
based KWS system is set up, just by altering the input (acoustic
features) and/or output (posterior scores), one can efficiently obtain
gains effectively.

The second approach for low-resource keyword search tackles
the data sparsity problem directly at various levels such as data se-
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Fig. 1. SINGA spoken keyword search system for low-resource lan-
guages. Blocks filled with light orange are highlights discussed in
this work: Exemplar LVCSR, Exemplar-Inspired Keyword Rescor-
ing, Keyword Aware Fusion. Details for the other modules can be
found in other publications [3, 8, 10].

lection or active learning [8], data augmentation [9], linguistically
augmented modeling [10], or data-efficient training [11, 12, 13].

In this work, we focus on data-efficient training. Existing ap-
proaches include parsimonious modeling with fewer parameters
(e.g., sharing parameters as in subspace Gaussian mixture model
[11]) or using the limited training data resourcefully (e.g., using
keyword information in acoustic and language models [12, 14]).
The strategies presented in this work resemble the latter approach,
but we focus on exploiting exemplar training samples at the model-
ing level and the feature level.

For low-resource languages, it makes intuitive sense to also
consider non-parametric approaches such as exemplar processing,
since parametric models rely heavily on copious amounts of train-
ing data. Recent query-by-example speech retrieval evaluations
have also shown that template-based matching and non-parametric
scores are complementary to standard ASR posterior scores [15].
Therefore, in this work, we focus on exemplar-inspired features
or techniques that are complementary to standard LVCSR-based
keyword search. In particular, we exploit exemplar samples from
the training data to efficiently construct a non-parametric acoustic
model using kernel density estimation at test time (zero training);
we rescore hypothesized keyword detections through quantifying
their acoustic similarity with exemplar training samples (zero train-
ing); we also extend our previously proposed system combination
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approach to incorporate a richer set of features, including prosody
of exemplar keyword samples to reduce false alarms. A system
diagram of our keyword search system is shown in Figure 1.

2. RELATION TO PRIOR WORK

In this section, we discuss how the proposed exemplar-inspired ap-
proaches relate to previous work in acoustic modeling, keyword ver-
ification, and system combination.

2.1. Exemplar LVCSR: Kernel Density Acoustic Modeling

In the context of the annual NIST Open Keyword Search Evaluations
held since 2013, to date all submitted systems are based on para-
metric LVCSR. While there has been efforts in integrating the ad-
vantages of filler-based keyword spotting detection into the LVCSR
framework (e.g., keyword aware language modeling [14]), to date no
system has exploited non-parametric techniques such as exemplar-
based processing [16, 17, 18]. In this work, we extend exemplar-
based acoustic models [19, 20] in English speech recognition to the
keyword search task for low-resource spoken languages.

2.2. Graph-Based Keyword Rescoring Exploiting Exemplars

Most common approaches for keyword search rescoring (also re-
ferred to as keyword verification or score normalization) use ma-
chine learning classification with two main research directions. One
is making the training objective directly related to keyword search
performance [21], while the other focuses on feature selection [22].

In this work, we view the keyword rescoring task as an informa-
tion retrieval task and adopt the spirit of query expansion. Instead of
considering the keyword query in orthographic form, we exploit the
keyword exemplar samples in various acoustic forms in the training
data. By quantifying and ranking the acoustic similarities between
exemplar training samples and hypothesized detections, we expect
the detections more similar to exemplars to be more reliable, and
thus should be re-ranked with higher confidence.

2.3. Keyword Aware System Combination

Keyword search system combination (also referred to as fusion) ap-
proaches such as CombMax, CombSum, CombMNZ [23] are system
and keyword independent; each system and each keyword are treated
equally. Methods such as WCombMNZ have shown to be more ef-
fective [6, 24] because individual systems are weighed according to
their keyword search performance prior to combination.

In this work, we further extend our previous work [24] to include
a richer set of features that are keyword-specific at the phonological
and prosodic levels. Our previous work [24] only included limited
phonetic information about the keywords, but prosodic characteris-
tics could also be useful, as spoken terms with high speaking rate
are more likely to be false alarms [25]. Not only do we consider
phonological and prosodic information from keyword detections in
the test set, we also take advantage of the prosodic characteristics
from exemplar keyword samples in the training data.

3. EXEMPLAR-INSPIRED KWS STRATEGIES

3.1. Kernel Density Acoustic Modeling

In kernel density acoustic modeling, instead of training parameters
for estimating the emission probability in a standard HMM system,

exemplar training samples are directly used:

P̂ (Ot|sj) =
1

ZjNj

Nj∑
i=1

exp(−||Ot − eij ||2

σ
), (1)

where Ot is the feature vector at frame t in the test data; eij is the ith

exemplar training sample belonging to class j (a tied triphone state);
Nj is the total number of exemplars in class j; Zj is a normalization
constant to ensure Eq. (1) is a valid distribution; and σ is used to
control the scale of the Gaussians, determining the smoothness of
the distribution.

In this work, we only intend to replace the standard acoustic
model with an exemplar-based kernel density estimator in a standard
DNN LVCSR system. The scores of an exemplar-based acoustic
model could differ drastically from a standard DNN acoustic model
in terms of dynamic range. Therefore, it is essential to calibrate the
likelihood scores obtained in Eq. (1) to reach optimal performance
during decoding.

3.2. Graph-Based Keyword Rescoring Exploiting Exemplars

A more detailed description of the method is presented in [26]. We
only highlight the main points below to save space.

3.2.1. Graph Construction

For a given keyword k, if a detection d is more acoustically simi-
lar to the exemplar keyword samples in the training data, d is more
likely to be a true detection, and therefore should be given a higher
confidence. We can construct a graph where the nodes are detections
or exemplar training samples, while an edge between two nodes rep-
resent the acoustic similarity between the two nodes.

3.2.2. Random Walk Rescoring

The graph-based scores can be estimated using random walk. Let
C(xi) be the raw ASR confidence score for the node xi, and the
rescored graph-based score is R(xi):

R(xi) = (1− α− β)C(xi) + α
∑

xj∈D(xi)

R(xi)S
′(xi, xj)

+β
∑

xj∈E(xi)

R(xi)S
′(xi, xj) (2)

where the initial scores C(xi) are set to 1 if xi is an exemplar train-
ing sample instead of a detection, D(xi) is the detections connected
to xi, E(xi) is the set of exemplar training samples connected to xi,
α, β in [0, 1], and S′(xi, xj) is the normalized acoustic similarity
between xi and xj :

S′(xi, xj) =
S(xi, xj)∑

xk∈D(xj)∪E(xj)
S(xj , xk)

(3)

The final confidence score for each detection d is:

C′(d) = C(d)δR(d)1−δ (4)

where δ in [0, 1].
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3.3. Keyword Aware System Combination

For machine learning-based system combination, the raw ASR con-
fidence scores are by default used as features. In this work, we also
include rescored confidences that have been reported in the literature
(see Table 1). In addition, we include keyword-specific features at
the phonology and prosody levels and extract them from the keyword
queries, hypothesized detections, and exemplar training samples.

Every detection d that belongs to the same keyword query would
share the same keyword-specific features. For the jth detection dj(i)
in system i, a feature vector from Table 1 is generated for training a
system combination classifier with two class labels: (1) false alarm,
and (2) true detection.

Table 1. Features for proposed keyword aware system combination.

Category Feature
ASR Raw ASR posterior probability

Confidence Keyword specific thresholding (KST) score [7]
Score KST decision

Sum-to-one (STO) score [6]
β-STO score [4]
pFA score [27]
pFA-KST score [27]
Rank of detection [24]

Phonology Location of keyword detection in utterance
Number of words in keyword query
Number of vowels in keyword query
Number of consonants in keyword query

Prosody Duration of keyword detection
Speaking rate of keyword detection
Duration stats of keyword exemplars
Speaking rate stats of keyword exemplars

4. EXPERIMENTS

For clarity purposes, we only show a subset of submitted systems
for OpenKWS15 (Section 4.2 and Section 4.3, and selected post-
evaluation experiments and analysis (Section 4.4 and Section 4.5) to
demonstrate the proposed strategies discussed in this work.

4.1. Setup

4.1.1. NIST OpenKWS15 Swahili Corpus

This effort uses the IARPA Babel Program Swahili language col-
lection release IARPA-babel202b-v1.0d for the NIST OpenKWS15
Evaluation1. The training set includes 40 hours of conversational
telephone speech. The Very Limited Language Pack (VLLP) pro-
vides word transcriptions for a 3-hour subset of this training au-
dio, a 3-hour tuning set, and a 10-hr developmental set. The eval-
uation set is 75 hours with no transcriptions nor timing informa-
tion; transcriptions of a 15-hour subset (evalpart1) was released after
OpenKWS15. All results reported are on evalpart1.

In the NIST OpenKWS15 Evaluation, no pronunciation lexicon
was provided, but text data from the web was. The web resources
included crawled websites, Wikipeida and Wiktionary, and Open-
Subtitles from movies and TV shows.

1http://www.nist.gov/itl/iad/mig/openkws15.cfm

In addition to web resources, audio, transcriptions and pronun-
ciation lexicons for six development languages (Cantonese, Pashto,
Tagalog, Tamil, Turkish, Vietnamese) were also provided for mul-
tilingual training. Transcribed data for each development language
ranged from 69.3 to141.3 hours, reaching a total of 538.4 hours.

4.1.2. Evaluation Metric

Term-weighted value (TWV) is 1 minus the weighted sum of the
term-weighted probability of miss detection Pmiss(θ) and the term-
weighted probability of false alarm PFA(θ):

TWV(θ) = 1− [Pmiss(θ) + βPFA(θ)], (5)

where θ is the decision threshold. Actual term-weighted value
(ATWV) is the TWV using the chosen decision threshold, whereas
the maximum term-weighted value (MTWV) is the best TWV found
over all θ.

4.2. DNN LVCSR Baseline System

All systems were developed using Kaldi [28]. We adopted voice ac-
tivity detection (VAD) in [3]. We trained shared-hidden layer mul-
tilingual DNN (SHL-MDNN) and multilingual stacked bottleneck
features as in [29]. Six development languages (Cantonese, Pashto,
Tagalog, Tamil, Turkish, Vietnamese) were used to train the bottle-
neck feature extractor; fine-tuning with the 3-hr Swahili target data
was done on the 2nd bottleneck neural network while freezing the
1st bottleneck neural network. The SHL-MDNN consists of 5 shared
hidden layers (each with 2048 nodes) trained by the same six devel-
opment languages mentioned above, and the output softmax layer is
fine-tuned with the 3-hr Swahili target data.

Since no pronunciation lexicon was provided, 1-letter graphemes
were used as phonetic units to specify pronunciation. Words ex-
tracted from the crawled web data and OpenSubtitles were also
added to the lexicon, resulting in the final size of 350k. A trigram
language model was trained on the word tokens, including those
from the web resources. Deterministic weighted transducers were
used to index and search soft-hits, which contain the utterance
identifications, start/end times, and posterior scores. Sum-to-one
normalization [30], WCombMNZ [30], and keyword specific thresh-
olding (KST) [7] were applied consecutively to combine systems.
For individual systems, only KST was done.

Two DNN systems were trained. The first DNN is a standard
LVCSR system using words as the lexical and decoding units in the
pronunciation dictionary and language model, respectively. The sec-
ond DNN system is a variant of the first one, where the lexical and
decoding units are subwords, converting all word units to automati-
cally parsed morphemes as in [8]. Table 2 and Table 3 list the ATWV
and MTWV results for the DNN word and subword systems respec-
tively.

4.3. Exemplar LVCSR: Kernel Density Based Acoustic Model

4.3.1. Implementation Details

Setup is the same in Section 4.2 except that we replace the DNN
acoustic model with the kernel density estimation exemplar model.
The raw MFCC features xt from Swahili are first used to train
an HMM/GMM acoustic model of clustered triphone states. This
HMM/GMM model is used to generate frame-level tied-state labels
(sj in Eq. (1)) for the entire training data through forced alignment.
Previous work has shown that using features such as MFCC is insuf-
ficient to obtain competitive performance when using kernel density
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Table 2. Word-based keyword search performance.
System ID Approach ATWV MTWV
W1 DNN baseline 0.4320 0.4336
W2 Exemplar 0.4403 0.4420
W1r W1 + graph rescoring 0.4500 0.4596
W2r W2 + graph rescoring 0.4554 0.4670
W3=W1+W2 WCombMNZ 0.4564 0.4571
W4=W1+W2 Proposed Fusion 0.4778 0.4850
W3r=W1r+W2r WCombMNZ 0.4667 0.4667
W4r=W1r+W2r Proposed Fusion 0.4885 0.4915

Table 3. Subword-based (morpheme) keyword search performance.
System ID Approach ATWV MTWV
M1 DNN baseline 0.4230 0.4263
M2 Exemplar 0.4340 0.4356
M1r W1 + graph rescoring 0.4355 0.4517
M2r W2 + graph rescoring 0.4558 0.4693
M3=M1+M2 WCombMNZ 0.4505 0.4505
M4=M1+M2 Proposed Fusion 0.4766 0.4805
M3r=M1r+M2r WCombMNZ 0.4597 0.4624
M4r=M1r+M2r Proposed Fusion 0.4840 0.4889

estimation [20]. Superior acoustic features are critical in success-
fully exploiting kernel density estimation. In this work, we use
cross-lingual bottleneck features generated from a DNN bottleneck
feature extractor described in Section 4.2. We also apply fMLLR
adaptation to the bottleneck features to further reduce speaker vari-
ability and compensate for channel mismatch. Euclidian distance
is used in the exponential function in Eq (1). Score calibration was
needed to adjust the dynamic range of acoustic scores so that we
can readily plug them into the standard language model in Section
4.2. A neural network with 1 hidden layer was thus trained for
score calibration (setup similar to [20]). Pruning was also done for
efficient decoding to meet the evaluation timeline.

4.3.2. Results

Table 2 and Table 3 list the results. We see that the proposed ex-
emplar system performs similarly to its DNN counterpart for the
word and subword model experiments. When the proposed exemplar
system is combined with its DNN counterpart, relative fusion gains
reach 5.6% and 6.5% for the word and subword experiments respec-
tively when we use the WCombMNZ baseline approach to combine
systems (W3 in Table 2 and M3 in Table 3) when considering ATWV.

4.4. Graph-Based Keyword Rescoring Exploiting Exemplars

Due to space constraints, we only highlight a subset of our analysis;
detailed comparisons for different experimental settings and variants
of the proposed approach can be found in [26].

Graph-based rescoring using exemplar keywords was performed
on the DNN and Exemplar models for both the word-based systems
(W1r and W2r in Table 2) and subword-based systems (M1r and
M2r in Table 3). To disentangle threshold settings and algorithmic
improvements, we discuss MTWV improvements as is customary in
prior work [6], though ATWV results are still provided for interested

readers. The DNN model improved 6.0 % relative for both word-
based and subword-based systems. The exemplar model improved
5.7% and 7.7% relative for the word-based and subword-based sys-
tems, respectively.

4.5. Keyword Aware System Combination

4.5.1. Implementation Details

A neural network with 1 hidden layer and 200 hidden nodes was
trained on the developmental set and a self-derived development key-
word list. The development keyword list was generated by randomly
sampling N-grams of consecutive words in the training and develop-
mental set that satisfy the distributions in Table 4 and Table 5.

Table 4. N-gram frequency distribution of self-generated develop-
ment keyword list.

N 1 2 3 4 5
Frequency 0.5 0.4 0.075 0.02 0.005

Table 5. Occurrence frequency of self-generated development key-
word list.

Occurrence 1 2 3 4 − 10 > 10
Frequency 0.4 0.25 0.15 0.12 0.08

4.5.2. Results

From Table 2 and Table 3, we observe that the proposed keyword
aware system combination led to relative improvements ranging
from 4.6 to 5.2 % for ATWV and 5.3 - 5.7% for MTWV, when com-
pared to the respective WCombMNZ baselines. We also see similar
trends of consistent gains (ranging from 2.1 to 4.3% relative) when
using the proposed keyword aware system combination method
for fusing 14 subsystems for the VLLP condition for OpenKWS15
(Swahili), 8 subsystems for the FLP condition for OpenKWS15
(Swahili), 7 subsystems for the LLP (limited language pack; 10
hours of transcriptions) condition for OpenKWS14 (Tamil), and 5
subsystems for the VLLP condition for Vietnamese (OpenKWS13)2.

5. DISCUSSION

In this work, we apply exemplar-inspired techniques and features
to improve low-resource keyword search performance. We demon-
strated that kernel density based LVCSR exploiting exemplar train-
ing samples for acoustic modeling is comparable to and comple-
ments DNN LVCSR, incorporating prosodic features of exemplar
keywords improves system combination performance, and rescor-
ing detections using exemplars through random walk is effective for
subwords and short keywords. Since these techniques do not rely on
any linguistic peculiarities, we expect them to also generalize well
to other languages besides Swahili.

2The subsystems used for Tamil and Vietnamese are subsets or variants
of those reported in [3, 8]
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