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ABSTRACT

In this work, we propose a novel framework for rescoring keyword

search (KWS) detections using acoustic samples extracted from the

training data. We view the keyword rescoring task as an informa-

tion retrieval task and adopt the idea of query expansion. We expand

a textual keyword with multiple speech keyword samples extracted

from the training data. In this way, the hypothesized detections

are compared with the multiple keywords using non-parametric ap-

proaches such as dynamic time warping (DTW). The obtained sim-

ilarity scores are used in a graph based method to re-rank the origi-

nal confidence scores estimated by the automatic speech recognition

(ASR) systems. Experimental results on the NIST OpenKWS15

Evaluation show that our rescoring method is effective, especially

for the subword system. For subword experiments, the graph-based

rescoring with training samples obtains 5.1% and 1.5% absolute im-

provement over two baseline systems. One is a standard parametric

ASR system, while the other is the graph-based rescoring without

training samples.

Index Terms— Spoken term detection, keyword spotting, graph

based rescoring, acoustic similarity, query expansion.

1. INTRODUCTION

With the prevalence of smart phone devices and high Internet band-

width, there is an increasing amount of spoken data to be archived,

managed, and analyzed. Speech retrieval is thus an important re-

search area.

One of the primary tasks of speech retrieval is spoken term de-

tection (STD) [1] or keyword search (KWS) [2], which aims to find

all occurrences of a textual keyword in a speech corpus. Generally,

a two-stage approach is utilized for a KWS system [3–5]. In the first

stage, audio files of the speech corpus are automatically segmented

and then transformed into transcriptions or lattices by an automatic

speech recognition (ASR). At the second stage, retrieval techniques,

such as weighted finite state transducer (WFST) [6–8] or Ngram in-

verted index [9–12], are applied on these lattices to produce a list of

detections (posting list or candidate list).

Each detection in the posting list has time information and a

confidence score, which is normally the posterior probability of the

keyword at the time span [13]. However, such scores might not be

robustly estimated in adverse acoustic conditions. Thus it is desir-

able to use information from various sources, e.g. the ASR lexi-

con [14–16], ASR lattices [14, 17, 18] or acoustic features [19–22],

to enhance the detections scores.

Besides KWS, another major task in the speech retrieval area is

Query-by-Example (QbE) [23] which aims to search spoken queries

in a speech corpus. The common approach for this task is to use

template matching directly in the features space, instead of using

an ASR as in KWS. A recent study [24] also showed that such

template-based matching (and non-parametric) scores are comple-

mentary with the ASR posterior probabilities estimated from the

acoustic model and the language model (LM).

Inspired by the success of template matching in the QbE, in

this work we propose to use keyword samples extracted from the

training data to rescore the KWS results. The main idea is that if a

hypothesized detection is acoustically more similar to the keyword

samples in the training data, it is more likely to be a true detection,

and its score should be boosted. Specifically, for a test keyword,

each hypothesized detection can be compared with multiple training

samples through non-parametric approaches such as dynamic time

warping (DTW); then the obtained similarity scores, together with

the similarity between detections themselves, are used in a graph

based method to rescore the candidate list returned by the standard

parametric automatic speech recognition (ASR) systems.

The key difference of this work from the previous graph-based

rescoring [19–22] methods is that we introduce keyword samples

extracted from the training data into the graph. Our work can be

considered as query expansion [25,26], where the seed query is aug-

mented with additional source of information (training samples in

our case) to improve the retrieval performance. Of course, in this

work, training samples are not used to search on the test corpus to

produce more detections, but rather used to rescore the candidate list.

The paper is organized as follows. In section 2, we describe

the proposed approach. Section 3 presents the experiment setup and

evaluation metric for the KWS task. Section 4 shows the experimen-

tal results, analysis and discussions. Finally, section 5 concludes our

work and discuss potential directions in future.

2. QUERY EXPANSION FOR RESCORING

HYPOTHESIZED DETECTIONS

The proposed rescoring approach for the KWS is shown in Figure

1. When presented with a keyword q, the KWS system first searches

over the lattices (generated by an ASR) to generate a posting list

with confidence scores and timing information. The rescoring sys-

tem then searches the keyword q in the training data to extract speech

samples. With the speech samples, the acoustic similarity between

speech segments, either detections or keyword samples, are mea-

sured using dynamic time warping. The acoustic similarity is then

used to rescore the candidate list through two approaches elaborated

in Section 2.2 and Section 2.3.
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Fig. 1: Proposed rescoring framework exploiting keyword training samples

2.1. Keyword samples extraction

Suppose we want to extract samples for a keyword q from the train-

ing data. Consider the case where the keyword q contains multiple

words; i.e., q = W1W2...Wn. Given the time boundaries of each

word in the training data, the samples for keyword q can be extracted

through the following two scenarios:

Case 1: If the whole sequence W1W2...Wn appear in the train-

ing data, then we extract the whole speech segment at the found

locations as samples for q.

Case 2: If only segments of the keyword q = W1W2...Wn,

can be found, we reconstruct q by concatenating samples of Wi,

i = 1..n. To ensure the quality of the concatenation, the individual

samples of the concatenation have to belong to the same gender.

2.2. Rescoring KWS candidates using multiple samples

Let d be a detection of a keyword q, C(d) is the original confidence

score of d, i.e. its lattice posterior probability [13]. We define the

new score, denoted as AV G SIM(d), as the average similarity be-

tween d and all samples of the keyword q. AV G SIM(d) is calcu-

lated as following:

AVG SIM(d) =
1

n

n∑

i=1

S(d, xi) (1)

where n is the number of samples of q, xi is the ith sample of q,

S(d, xi) is the acoustic similarity between two speech segments d
and xi, which is estimated using the DTW method in [27]. The

acoustic similarity is estimated using multilingual bottle-neck fea-

tures as described in [28]. The final confidence score C′(d) is then

computed as interpolation between the original score C(d) and the

new score AV G SIM(d):

C
′(d) = C(d)δAVG SIM(d)1−δ

(2)

where δ is the interpolation factor (which is from 0.2 to 0.4 in our

experiments in section 4) tuned using development data.

2.3. Rescoring KWS candidates through graph random walk

with samples

Although rescoring by multiple samples is simple, it has some draw-

backs. First, the average operator in equation 1 is too simple to de-

scribe the acoustic similarity between the detection d and all samples

of the keyword q. Second, the rescoring process treats each detec-

tion independently, hence ignore similarity information between de-

tections themselves.

In this work we adopt the graph-based re-ranking technique,

which was previously used for the rescoring task [19–22]. Previous

works [19–22] only used detections from the posting list to construct

the graph. Our work is different from the previous works in that the

true samples of the keyword extracted from training data are intro-

duced into the graph. The detailed rescoring algorithm is described

below.

2.3.1. Graph construction

For a keyword q, a directed graph is constructed from all samples

and all detected candidates of the keyword. Each node of the graph

represents a speech segment, either corresponding to a detection or

a training sample; and the weight between a pair of nodes is the

acoustic similarity between the two nodes, produced by the DTW

algorithm [27]. The graph is then pruned by k-nearest neighbors

criteria, i.e. two node xi and xj are connected to each other if xi is

among k highest similarity of xj or xj is among k highest similarity

of xi.

2.3.2. Random walk rescoring with samples

Once the graph is constructed, a set of graph-based scores are es-

timated by algorithms such as random walk [19, 20], or manifold

regularization [29]. From our initial results, those approaches pro-

duce similar performance, thus we only present the graph random

walk in this work. Specifically, let C(xi) be the initial score of a

node xi, a graph-based score G(xi) is estimated as

G(xi) =(1− α− γ)C(xi) + α
∑

xj∈D(xi)
G(xj)S

′(xi, xj)

+ γ
∑

xj∈E(xi)
G(xj)S

′(xi, xj)

(3)

where D(xi) is the set of detections connected to xi, E(xi) is

the set of training samples that connected to xi, 0 ≤α, γ ≤ 1 are

factors. S′(xi, xj) is the normalized similarity between xi and xj

computed as follow:

S
′(xi, xj) =

S(xi, xj)∑
xk∈D(xj)∪E(xj)

S(xj , xk)
(4)
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Table 1: Number of detected keywords and keywords with samples

for word and subword systems on evalpart1 data set

Systems Detected keywords Keywords with samples

Word 1711 1509

Subword 1620 1514

where D(xj) ∪E(xj) denotes the set of all nodes connected to xj .

Note that the initial scores C(xi) of detections are ASR scores, while

initial scores of training samples are set to 1.

Intuitively, the equaltion 3 enforce two constraints on the graph-

based scores G(xi): (1) the graph-based scores should not be too

different from the initial ASR scores; (2) two nodes, that are acous-

tically similar to each other, will have similar graph-based scores.

The scores G(xi) can be easily estimated using an iterative method

[19, 20] or a closed-form solution [22]. The final confidence score

for each detection d is then estimated as

C
′(d) = C(d)δG(d)1−δ

(5)

where δ is the interpolation factor

3. EXPERIMENT SETUP

3.1. NIST OpenKWS15 Data

The KWS experiments are conducted on Swahili, which is the sur-

prise languague for the NIST OpenKWS15 Evaluation. The released

acoustic data includes 40 hours training data, 10 hours development

data (denoted as dev10h) and 15 hours of part 1 of evaluation data

(denoted as evalpart1). The training data is used to develop the

ASR systems. The dev10h data is used for parameter tuning of

KWS, and we evaluate the KWS performance on evalpart1.

Since no lexicon is provided by the OpenKWS15 organizer, we

have generated our own grapheme-based lexicon. The text data,

which is provided by the organizer, contains 84M words. It is used

to establish the lexicon of 350K words in size and also to train the

language model.

NIST released 2 keyword lists: one is formulated by the

BBN/IBM teams and another is created by NIST for evaluation.

We use the BBN/IBM keyword list for parameter tuning, e.g. the

parameter δ in equation 5, then report the performance on evalua-

tion keyword list. For the evaluation keyword list, there are 1860

keywords that appear in the evalpart1 data set. Since any rescor-

ing method only affects the performance of detected keywords, we

evaluate the performance on detected keywords.

Table 1 summarizes the number of detected keywords in the

evaluation keyword list for both word and subword systems. We

also report the number of keywords that appear in the training speech

data. It can be seen that we can find corresponding speech samples

in the training data for most of the detected keywords.

3.2. Evaluation metric

To evaluate the KWS performance, NIST defines the term-weighted

value (TWV) [1] which integrates the miss rate and false alarm rate

(FA) of each keyword into a single metric and then averages over all

keywords:

TWV (θ) = 1−
1

M

M∑

k=1

((Pmiss(qk, θ) + βPfa(qk, θ)) (6)

where θ is a threshold, M is the number of keywords, qk is a key-

word, Pmiss and Pfa are probabilities of miss and FA respectively.

Table 2: The MTWV of two proposed methods, i.e. RMS and

GBRWS, as compared to raw ASR scores and graph-based rescoring

without samples (GBR) on evalpart1 data set

Systems Raw ASR scores GBR RMS GBRWS

Word 0.5616 0.5797 0.5727 0.5846

Subword 0.4716 0.5067 0.5028 0.5224

The weight β is related with the prior probability of a keyword, and

the cost ratio between the false alarm and the miss errors.

Actual term-weighted value (ATWV) is the TWV of a chosen

θ, whereas the maximum term-weighted value (MTWV) is the best

TWV found over all the possible values θ. The ATWV score is sensi-

tive to the threshold selection thus might lead to uncertainty in com-

parison between difference experiments. When comparing across

ATWVs, it is difficult to know if the difference is caused by different

systems or by the threshold selection. Therefore, MTWV is used as

evaluation metric. In addition to ATWV and MTWV, NIST also uses

a detection error tradeoff (DET) curve to evaluate the performance

of a KWS system.

3.3. Keyword Search systems

Two KWS systems have been built: one is a word-based system,

and another is a subword-based system. For subword system, we

adopt the Morfessor toolkit [30] to segment both word-based dictio-

nary and word transcriptions into subwords, i.e. morpheme units.

The open-source Kaldi toolkit [31] is used to build our ASR sys-

tems. We used filter-bank features to train a deep neural network

(DNN) acoustic model. Both systems use 3gram LM. For indexing

and search, we utilized the WFST algorithm [7] which is a part of

the Kaldi recipe [31].

4. EXPERIMENT RESULTS AND ANALYSIS

Table 2 shows the MTWV of the proposed methods in section 2.2

and 2.3, i.e. rescoring by multiple samples (denoted as RMS) and

graph-based rescoring with training samples (denoted as GBRWS),

as compared to the two baselines, i.e. raw ASR scores and graph-

based rescoring without samples [19, 20] (denoted as GBR), on

evalpart1. Their DET curves are also presented in Figures 2 and 3.

Note that those KWS performances are obtained after applying the

well-known Keyword Specific Thresholding normalization [32, 33].

From Table 2, it can be seen that the proposed rescoring methods

are effective, especially for the subword system. With the subword

system, RMS provides 3.1% absolute MTWV improvement over

the raw ASR scores. The proposed GBRWS provides more gain,

which is 5.1% absolute improvement over the raw ASR score, on

the subword system. It can be explained that the word-based system

might be more robust than the subword system due to longer acous-

tic evidence of word units, thus the word system benefits less from

the rescoring methods. It can also be seen that the GBRWS outper-

forms the conventional GBR for both word and subword systems.

For the subword system, 1.6% absolute improvement is observed on

the evalpart1 data set.

From DET curves in Figure 2 and 3, we have same observations:

(1) both proposed methods outperform significantly the raw ASR

score across the board, especially for the subword-based system; (2)

the GBRWS outperforms other methods for both word and subword

systems. It is also worth noting that the proposed query expansion

methods are more effective on low false alarm region than on low

miss rate region.
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Fig. 2: The DET curves of two proposed methods, RMS and

GBRWS, as compared to raw ASR score and GBR for the word sys-

tem on evalpart1 data
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Fig. 3: The DET curves of two proposed methods, RMS and

GBRWS, as compared to raw ASR score and GBR for the subword

system on evalpart1 data

We conduct further analysis on the miss rate and FA rate at the

optimal threshold, i.e. at the point corresponding to MTWV scores,

of evalpart1 data to know which type of keywords are benefited by

our proposed methods. Three types of keywords are taken into con-

sideration, i.e. short keywords (single-word keywords with no more

than 6 phones), medium keywords (single-word keywords with more

than 6 phones or two-words keywords) and long keywords (remain-

ing keywords).

Figure 4 shows the miss and FA rate of the raw ASR score and

the proposed GBRWS method on word and subword systems for

three types of keywords. From the figure, it can be seen that the

GBRWS is effective on the short keyword for both word and sub-

word systems, especially for reducing the FA rate a lot. For medium

and long keywords, the graph-based rescoring method helps to re-

duce miss rate considerably with the cost of slightly increased the

FA rate. This observation suggests that the proposed method is more

helpful for short keywords.

Fig. 4: The miss and FA rate of the baseline raw ASR score and

the proposed GBRWS method on word (top figure) and subword

(bottom figure) systems for three types of keywords (short, medium,

and long keywords) on evalpart1 data

5. CONCLUSION AND FUTURE WORK

We proposed keyword query expansion as a novel framework that

exploits keyword samples in the training data. The acoustic simi-

larity between detections and training samples are used to rescore

the hypothesized detections through multiple samples or a graph-

based rescoring technique. We observe empirical gains on the NIST

OpenKWS15 Swahili data, especially for subword systems and short

keywords.

This work is only applicable for seen-word keywords, but in

principle it can be applied to unseen-word keywords as long as their

subword representations are available in the training data. Thus, for

future work, we plan to improve our approach by generating train-

ing samples through concatenating subword samples. In addition,

we are investigating how to further categorize the training samples

to discard those with low audio quality.
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