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ABSTRACT

We address the problem of automatic segmentation of the unit

database in unit-selection based TTS and propose template based

forced alignment segmentation in the one-pass dynamic program-

ming (DP) framework with several variants: i) multi-template rep-

resentation derived by modified K-means (MKM) algorithm, ii)

context-independent and context-dependent templates for reduced

multi-template representation, iii) segmental K-means algorithm

with MKM modeling of phone classes, as a template-based equiv-

alent of the conventional embedded re-estimation procedure for

HMM based modeling and segmentation, that is typical for deriv-

ing unit-databases for TTS (e.g. EHMM in Festival). We first

benchmark the performance of the proposed segmentation frame-

work on TIMIT database for phonetic segmentation given the avail-

ability of phonetic labeling ground truth in TIMIT. We then apply

the proposed template based segmentation algorithms for syllabic

Indian language TTS, and benchmark the proposed segmentation us-

ing objective measures based on spectral distortions (SD) obtained

on time-aligned speech utterances and compare it with other recent

segmentation approaches, namely the group-delay (GD) based semi-

automatic method, Hybrid method, EHMM, HMM and SKM-HMM

and show that the proposed template based approaches offer compa-

rable and better spectral distortions, validating their ability to pro-

vide accurate high-resolution segmentation of the unit-database.

Index Terms— Unit-database segmentation, TTS, Template-

based segmentation, one-pass DP, segmental K-means

1. INTRODUCTION

Segmentation of continuous speech in a large speech corpus is of

primary importance in unit-selection based concatenative text-to-

speech (TTS) systems. Since this framework of TTS relies on units

(e.g. phones, diphones, syllables) that are concatenated for synthe-

sis, the accuracy with which the unit database (typically, a single-

speaker, large speech corpus of 5 to 10 hours) is segmented and

labeled determines the quality of synthesis. A poor segmentation,

wherein the unit boundaries are incorrect with respect to the actual

(underlying ground truth) boundaries even by small margins, can

lead to poor quality of the synthesized speech, reflecting in terms of

poorly articulated units, spurious phonetic intrusions (a unit contain-

ing parts of neighboring phonetic class) and unnatural durations. In

this paper, we propose high resolution template based segmentation

techniques, and compare these with other conventional segmentation

†Authors carried out this work at PESIT-BSC, Bangalore as Research
Associates in the TTS-Consortium project.

methods for TTS unit-database segmentation, including HMM based

techniques, bringing out the salient differences.

2. RELATION TO PRIOR WORK

The problem of accurate segmentation of the unit database has at-

tracted good attention, with various solutions to date, e.g. [1], [2].

The most typical of these is the embedded re-estimation based seg-

mentation, which employs the HMM parameter estimation proce-

dure [3] from continuous speech with only the word level transcrip-

tion of the corpus, combined with a pronunciation dictionary or a

grapheme-to-phoneme converter (G2P). The iterative procedure es-

timates the HMM parameters of the underlying units of speech re-

liably even while yielding the segmentation of the speech corpus in

terms of these units. This method is termed EHMM in the Festival

TTS platform [4].

More recently, as part of the TTS Consortium for Indian Lan-

guages [5], [6] a hybrid segmentation (Hybrid) procedure was pro-

posed [7], which performs an iterative refinement of an initial group-

delay based syllabic segmentation of the speech corpus. This em-

ploys a syllable conditioned embedded re-estimation of the HMMs

of the units, and arrives at both phonetic (called mono-phone) and

syllabic boundaries. This segmentation has since been used to derive

the unit-database for 8 Indian languages and also used for 6 Indian

languages in the Blizzard Challenge 2014 [8].

In this paper, we address the problem of automatic segmentation

of the unit database into phonetic and syllabic units using a tem-

plate based approach, motivated by various aspects: i) the existing

EHMM based approach [4] as well as the hybrid segmentation (Hy-

brid) approach [7] are based on HMM based modeling of the units.

While these are quite adequate, they need substantial instances of

each unit for the HMMs to be trained reliably, and in turn yield a

good segmentation. Secondly, it is not clear whether HMMs, being

statistical models can provide high-resolution segmentation due to

its inherent probabilistic nature, which models a speech unit by a

small number of state conditioned pdfs. ii) An alternative to HMM

is to use templates as representation of the units, a paradigm which

has received some attention in the recent years - traditionally in low

bit-rate speech coding [10, 11, 12, 13, 14, 15, 16, 17], in speech

recognition [18, 19], speaker-recognition [9], audio-analytics [20]

and human action indexing from video [21, 22].

Templates are a non-parametric model of a unit class and for

the purpose of segmentation, represent the temporal content of a

speech unit in a high-resolution, over-sampled manner (the sequence

of feature vectors retained as it is) and can yield high degree of

matching to new test data, and hence have a potential to yield high-
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resolution segmentation. Template based modeling can also be ex-

pected to require far less instances per unit for a given segmenta-

tion performance, in comparison to larger number of instances per

unit for HMM training. Despite the above cited work which have

explored the use of templates for speech coding, speech recogni-

tion and speaker recognition, templates have not been examined for

the segmentation problem in speech synthesis. Specifically, while

some of the above cited work emphasized the use of templates

in the form of deriving segment codebooks or template modeling

[10, 11, 12, 14, 15, 16, 17, 18, 19, 20], none of them addressed the

issue of template based approaches on the accuracy of an incidental

segmentation of the underlying speech corpus, something which is

critical in a synthesis context. A more general overview of several

early classes of segmentation techniques can be found in [23].

In this paper, we propose a one-pass dynamic programming

(DP) based forced alignment using template models of a phonetic

class. While one-pass DP algorithm is well known as a connected

word recognition algorithm [24], we use it in forced alignment mode

here with several variants. As a first variant (‘Template’ method), we

use a small seed data comprising a small number of templates per

phone class (e.g. 10) to segment a large corpus, and examine the seg-

mentation error in a controlled manner with respect to ground truth

segmentation of the corpus. Here, we examine various issues of tem-

plate modeling such as the number of templates needed per phone

class, how to extract them by a modified K-means (MKM) algo-

rithm, use of context-independent and context-dependent templates

and their impact on the number of templates needed per class. Within

this algorithmic framework, we also propose a segmental K-means

(SKM) algorithm (‘SKM-Template’) as a template equivalent of the

conventional embedded re-estimation procedure for HMM training

and segmentation. This algorithm is an iterative realization of two

steps - a forced alignment by multi-template one-pass DP segmen-

tation and a modified K-means algorithm to derive a small set of

template codebook per phone class from the forced alignment seg-

mentation clusters - starting with flat start, and hence representing a

‘seed-less’ procedure for template based segmentation.

We benchmark all of the above template based methods using

the TIMIT database, with the availability of ground truth segmenta-

tion. We then apply the proposed template based techniques (‘Tem-

plate’ and ‘SKM-Template’) to segmentation of Indian languages

along with 5 other segmentation algorithms, namely, the group-delay

based semi-automatic algorithm (GD) [7], hybrid segmentation (Hy-

brid) [7] as indicated above and Festival’s EHMM [4], HMM, SKM-

HMM. We show relative performance measures of these 7 segmen-

tation techniques (Template, SKM-Template, GD, Hybrid, EHMM,

HMM, SKM-HMM) in terms of segmentation error statistics and

double-ended spectral distortion based objective TTS quality mea-

sure [26]. Through these measures, we show that the proposed

template based approaches have comparable or even better quality

than the other approaches, thereby validating their advantages such

as limited modeling data given the small number of seed templates

needed to perform a segmentation of a large corpus, high-resolution

segmentation afforded by the inherent frame-level representation of

a unit, and the remarkably accurate segmentation of the more general

seed-less flat-start template based ‘SKM-Template’ procedure.

3. PROPOSED TEMPLATE BASED SEGMENTATION

3.1. Forced alignment using one-pass DP

The problem of segmentation is best addressed and solved in a forced

alignment framework, where the transcription of the speech in terms

of the desired units is assumed or made available. In this work, we

first benchmark the performance of the proposed segmentation al-

gorithm using TIMIT, and hence have used phonetic classes of the

TIMIT database as the units of segmentation.

Consider an input speech utterance to be segmented, in

the form of a sequence of feature vectors, say MFCCs,

o1,o2, . . . ,ot, . . . ,oT , and its unit-level transcription yields a se-

quence of V units 1, . . . , v, . . . , V . For each unit v, we use a num-

ber of templates (say, M ) to model the unit class, i.e., Rvm,m =
1, . . . ,M for unit v. An one-pass dynamic programming (DP) al-

gorithm, normally used for connected word recognition with tem-

plate models of a word, can now be adapted to perform forced align-

ment using M templates/unit, i.e., {Rvm, m = 1, . . . ,M, v =
1, . . . , V on the y-axis, against the input feature vector sequence

o1,o2, . . . ,ot, . . . ,oT on the x-axis. Such a realization was actu-

ally proposed earlier [9], in the context of text-dependent speaker

recognition, but with the forced alignment being done on sequence

of words comprising a password text of short sequences of words.

Here, the algorithmic realization is essentially the same, except with

the primary difference being the use of much longer sequences of

shorter phonetic units.

The one-pass DP forced alignment has two recursions - the

within-unit recursion and across-unit recursion, as given below. The

within-unit recursion is applied to all frames of all templates of each

unit, except the first frame of all templates of each unit. It builds

a path for all such frames within a unit being reached from the in-

terior frames at the immediately past input frame. The across-unit

recursion is applied to the first frame of every template of every unit

(from the second unit onwards), so as to receive a across unit transi-

tion from the last frame of any template of the preceding unit in the

unit transcription of the input utterance.

The general equations for these two types of recursions are:

Within-unit recursion

D(t, n, v) = d(t, n, v) + min{D(t− 1, n, v), (1)

D(t− 1, n− 1, v), D(t, n− 1, v)}

Across-unit recursion

D(t, 1, v) = d(t, 1, v) + min{D(t− 1, 1, v), (2)

min
u∈Pred(v)

D(t− 1, Nu, u)}

Here, D(t, n, v) is the minimum accumulated distortion by any

path reaching the grid point defined as frame ‘n’ of unit-template ‘v’

and frame ‘t’ of the input utterance; d(t, n, v) is the local distance

between the nth frame of unit-v template and tth frame of the in-

put utterance. The within-unit recursion applies to all frames of a

unit v template, which are not the starting frame (i.e., n > 1). The

across-unit recursion applies to frame 1 of any unit-v to account for

a potential ‘entry’ into unit v template from the last frame Nu of any

of the templates u of the unit v− 1 which is a predecessor of unit-v;

i.e., denoted as u ∈ Pred(v); these are the valid predecessors of

any unit v consisting of the multiple templates Pred(v) of the unit

v − 1 preceding the unit v in the unit-level transcription of the input

utterance; for instance, in an utterance with transcript /s//u//t/ and

v = /u/, then Pred(v = /u/) = Rs1, Rs2, . . . , RsM ; likewise,

Pred(v = /t/) = Ru1, Ru2, . . . , RuM . This across-unit recursion

takes care of entry into any template of any unit from any template

of any preceding unit in the unit transcription.

The above recursions are applied to all frames of all units in

the unit-level transcript of the input utterance for every frame t =
1, . . . , T of the input utterance o1,o2, . . . ,ot, . . . ,oT . The forced

alignment stops at t = T and backtracks from the trellis co-ordinate

(T,Nm∗ ,m∗), where m∗ = argminm=1,...,M D(T,NVm
, Vm),

Vm being the mth template of the last unit V with NVm
frames.
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Fig. 1. Mean error of segmentation vs number templates/unit (M ) for (a) Template-based and (b) HMM-based segmentation methods

The best path retrieved by such a backtracking yields the desired

segmentation of the input utterance o1,o2, . . . ,ot, . . . , oT into V
units with corresponding segment boundaries, which are then com-

pared with the ground-truth boundaries for obtaining the statistics of

the segmentation error or used as the segmented unit-database for

further unit-selection synthesis.

4. TEMPLATE VS HMM BASED SEGMENTATION

Here, we present the performance of the proposed template based

segmentation in Fig. 1(a) and compare it with HMM based segmen-

tation in Fig. 1(b) in terms of mean error of segmentation (measured

in number of 2ms frames) with respect to TIMIT ground truth (on

the y-axis) vs the number of templates/phoneme used in the forced

alignment (on the x-axis), i.e., M as defined above in Sec. 3.1 for

M = 1, 5, 10, 50, 100. These results are obtained for segmenting

1000 TIMIT sentences (125 speakers with 8 sentences per speakers

excluding the common sa1 and sa2 sentences to avoid biases). For

the template based segmentation in Fig. 1(a), we consider different

cases of phoneme template definition: i) context-independent and ii)

context-dependent templates, selected randomly or by the modified

K-means algorithm [25]. In the case of HMM based segmentation

in Fig. 1(b), the number of templates/phoneme (on the x-axis) M
corresponds to the number of templates used for training the HMM

(either context-independent or context-dependent). The templates

used for such a training are identical to the templates used in the

template-based segmentation in Fig. 1(a). HMMs used are 3 state

left-to-right models, with 1-5 mixtures/state, depending on M , used

in forced alignment mode Viterbi for segmentation. The results cor-

responding to ‘SKM-Template’ and ‘SKM-HMM’ in these figures

are discussed in Sec. 5.

The following can be noted: i) in Fig. 1(a), the context depen-

dent templates offer significantly lower mean errors (down to 15 2ms

frames or 30ms) for much smaller number of templates / phoneme-

unit, ii) MKM selection is conducive to the extent of eliminating the

variability that is inherent in a random selection. Considering Fig.

1(b), the following can be noted: i) context-dependent HMMs per-

form better than context-independent HMMs, keeping with the re-

duced variability in the modeled set of templates/phoneme, ii) HMM

based segmentation can be noted to have higher mean-error for small

number of templates/phoneme (M = 1, 5) than the template-based

segmentation. Note that the HMMs in Fig. 1(b) correspond to the

MKM cases of Fig. 1(a), as MKM selected templates represent

non-parametric modeling of a phoneme class, iii) As M increases

to 10, HMMs generalize better and the mean-error reduces at par

with template-based segmentation. iv) the increasing mean-error for

larger number of templates for HMM can be attributed to the HMMs

requiring more mixtures/state to adequately model the increased

variability present in the training data per phoneme class and further

generalize well on unseen data when used for segmentation. With

these results, we are able to conclude that template-based segmenta-

tion offers better segmentation performance than HMMs, when the

number of templates/phoneme are very small, with progressively im-

proving performance for larger number of templates/phoneme, and

that HMMs offer comparable performance only when larger number

of training templates are available.

5. EHMM AND SEGMENTAL K-MEANS (SKM)

In Sec. 2 we referred to the conventional embedded re-estimation

procedure for HMM training and segmentation (EHMM). As an al-

ternative to this, we propose here a segmental K-means algorithm

for both template based representation and HMM based representa-

tion, i.e., SKM-Template and SKM-HMM respectively, which are

iterative realizations of two steps: i) a forced alignment by multi-

template one-pass DP segmentation or HMM based Viterbi segmen-

tation, and ii) a modified K-means algorithm [25] to derive a small

set of template codebook per phone class from the forced alignment

segmentation clusters in SKM-Template or HMMs trained from the

forced alignment clusters in SKM-HMM. Like the EHMM, the SKM

starts with flat start, and represents a ‘seed-less’ procedure for tem-

plate based segmentation (unlike the method in Sec. 3.1 which uses

a small seed). By this, we realize an accurate modeling of the under-

lying phonetic units, and further yield accurate segmentation due to

the iterative nature of refining the MKM-templates/HMM modeling

of the units and the successive forced alignments.

The convergence characteristic of the SKM-Template algorithm

is shown in Fig. 2(a) and the corresponding consistent reduction

in the mean segmentation error (and associated lowering σ bar) in

Fig. 2(b) on 1000 TIMIT sentences. At convergence, the SKM-

Template algorithm yields a remarkably low mean error of 1.2 20ms

frames (24 ms) and an associated low σ. Interestingly, this ‘seedless’

SKM-Template with mean-error of 24 ms, outperforms the ‘seeded’

cases shown in Fig. 1(a), thereby validating the effectiveness of the

iterative SKM procedure to improve the segmentation even starting

from flat-start (marked as iteration 0 in Fig. 2(b)). More importantly,

the SKM-Template (black-solid line) in Fig. 1(a) outperforms the

SKM-HMM (black-solid line) in Fig. 1(b) by a good margin.

6. SYLLABIC SEGMENTATION

The above template based methods (referred to as ‘Template’ and

‘SKM-Template’) were benchmarked using the TIMIT database,
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Fig. 2. SKM-Template performance: (a) FA distortion vs iteration;

(b) Mean error in 20 ms frames vs iteration with σ bars

owing to the availability of ground truth segmentation. We now

apply the same techniques to a ‘syllabic’ segmentation of one In-

dian language (namely, Tamil (TA), among the 13 languages of

the TTS Consortium [5], [6]) along with 5 other segmentation al-

gorithms, namely, the group-delay based semi-automatic algorithm

(GD) [7], hybrid segmentation (Hybrid) [7], Festival’s EHMM [4],

HMM based segmentation (HMM10, with M = 10) in Sec. 4

and segmental K-means HMM (SKM-HMM) in Sec. 5. Since the

GD method is a semi-automatic procedure with relatively high ac-

curacy (involving manual correction of the syllabic units determined

by a first-pass group-delay based automatic segmentation), we use

GD as ground-truth and measure the segmentation mean-error of

the other 6 methods (EHMM, Hybrid, Template, SKM-Template,

HMM10 and SKM-HMM methods proposed here) with respect to

this ground-truth. Fig. 3 shows the mean-error for these 6 methods;

it can be noted that while ‘Hybrid’ performs best, the ‘Template’ and

‘SKM-Template’ based methods offer a close next best performance,

while EHMM performs poorer, and HMM10 and SKM-HMM are

the worst. The ‘Template’ method uses a very small number of seeds

(10 templates/monophone unit) of TIMIT phone-like units followed

by a syllabic grouping of these units using a reverse syllable dictio-

nary. Considering this small seeding (when compared to a more ex-

tensive syllable conditioned HMM re-estimation procedure of ‘Hy-

brid’), it can be noted that the ‘Template’ method does offer an ef-

fective performance along with the ‘seed-less’ and more attractive

‘SKM-Template’ method.
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Fig. 3. Mean syllabic segmentation error of different segmentation

techniques

7. SYNTHESIS AND DOUBLE-ENDED MEASURE

Here we characterize the performance of the different segmentation

techniques in terms of actual TTS performance. In order to quantify

the differences in the synthesized speech for the different segmenta-

tion techniques, without being effected by subjective measures such

as MOS, DMOS, WER etc., we compare the 7 different segmen-

tation techniques (GD, Hybrid, Template, SKM-Template, EHMM,

HMM10, SKM-HMM) by employing a ‘double-ended’ quality mea-

sure we had proposed recently [26]. Here, we compute the spectral

distortion (SD) [27, 28] between speech synthesized from text which

has a corresponding reference speech by the same speaker as the unit

database. In order to account for non-linear temporal variability be-

tween these two speech (one spoken by the speaker, and the other

with durations of units as determined from text and as occurring in

the unit-database without prosody modification), the two speech are

time-aligned by dynamic time-warping; this accounts for their in-

trinsic durational and speaking rate differences. Fig. 4 shows the

mean SD for all the above 7 methods using a unit-database size of

600 sentences (corresponding to 600 in Fig. 3), for 50 in-database

sentences (within the unit-database, marked as IN-DB in the x-axis)

as calibration and for 50 out-of-database sentences (marked as OUT-

DB in the x-axis) - which reflects the actual performance of arbitrary

text as input to the TTS system. It can be seen that the ‘IN-DB’ SDs

are at ∼1.5dB, (with 1dB corresponding to the ‘transparent quality’

quantization as known in speech coding [27, 28]), as is expected for

in-database sentences, and that the ‘OUT-DB’ SDs are much higher

(∼4dB), though all 7 methods seem to ‘bunch’ together, indicating

comparable quality (with GD and Hybrid showing the best base-

line performance for IN-DB). We see that the proposed approaches

‘Template’ and ‘SKM-Template’ are effective in their performance,

having comparable or even better quality than the other approaches

(e.g. HMM10), thereby validating their advantages such as limited

modeling data given the small number of seed templates needed to

perform a segmentation of a large corpus, high-resolution segmen-

tation afforded by the inherent frame-level representation of a unit,

as well as the distinctly superior performance of the more general

‘seed-less’ flat-start ‘SKM-Template’ procedure.
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Fig. 4. Spectral distortion for in-database (IN-DB) and out-of-

database (OUT-DB) sentences for the 7 segmentation techniques

8. CONCLUSIONS

We have proposed template based techniques for automatic segmen-

tation of TTS unit databases. We have proposed 1-pass DP based

forced alignment segmentation methods using multi-templates, de-

rived as context-independent or context-dependent ones, via a mod-

ified K-means algorithm, as well as a segmental K-means algorithm

for a seed-less segmentation. We have benchmarked the perfor-

mance of these algorithms on TIMIT database, with phonetic ground

truth segmentation, and also applied it for syllabic segmentation of

an Indian language database, and compared their performance with

5 other segmentation techniques, in terms of spectral distortion as

an objective measure, and shown that the proposed methods are as

effective or better than the other more complex algorithms.
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