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1 Electrical and Computer Engineering Dept., Yazd University, Iran
2International Audio Laboratories Erlangen† , Germany

h momeni@stu.yazd.ac.ir, habutalebi@yazd.ac.ir and emanuel.habets@audiolabs-erlangen.de

ABSTRACT

Obtaining an estimate of clean speech for each time-frequency (TF)
unit continues to be of importance in single-channel speech enhance-
ment. Recently, it has been proposed to exploit inter-frame and inter-
band correlations in a variety of speech processing applications. To
estimate the clean speech, we propose in this contribution a con-
ditional minimum mean squared error (MMSE)-based filter which
exploits both inter-frame and inter-band correlations and takes into
account the speech presence uncertainty. The speech presence uncer-
tainty is provided by a recently proposed a posteriori speech pres-
ence probability (SPP) estimator that can also take into account the
inter-frame and inter-band correlations. Simulation results demon-
strate that the conditional MMSE-based filter in combination with
the previously proposed SPP estimator and a fixed a priori SPP re-
sults in less distorted speech compared to the other SPP estimators.

Index Terms— Inter-frame and inter-band correlations, single
channel noise reduction, speech presence probability.

1. INTRODUCTION

Speech enhancement is commonly performed in the short-time
Fourier transform (STFT) domain. In the last three decades, the
clean speech in each time-frequency (TF) unit is commonly esti-
mated from noisy speech in the same TF unit (c.f., [1]). A common
assumption in the derivation of clean speech estimators is that speech
TF units are mutually uncorrelated across time and frequency. Con-
sidering the STFT, the short-term stationarity of the speech sig-
nal, and the harmonic structure of voiced speech segments [2], re-
searchers have recently started to exploit the correlation between ad-
jacent TF units. In [3–5], optimal noise reduction filters were for ex-
ample proposed that exploit the inter-frame correlations. Moreover,
the inter-band correlations have been explicitly used to derive novel
noise reduction filters in [2,4,6]. The inter-frame and inter-band cor-
relations has been recently studied in the context of single-channel
a posteriori speech presence probability (SPP) estimation [7], blind
speech separation application [8,9], stereophonic acoustic echo sup-
pression [10], and multichannel noise reduction [11].

Utilizing the speech presence uncertainty in the estimation of
the clean speech [1,12–16] or noise statistics [17,18] has a long his-
tory. The SPP-based clean-speech estimators are structured based on
incorporating the SPP into the estimator [1, 19]. In previous works
it was shown that if the SPP estimator is able to better detect the
speech TF units, SPP-based clean speech estimators as well as noise
estimators can achieve a higher performance. In [12], Gerkmann et

†A joint institution of the Friedrich-Alexander-University Erlangen-
Nürnberg (FAU) and Fraunhofer IIS, Germany.

al. proposed to compute an average of the a posteriori SNR under
the assumption that the speech energy is distributed homogeneously
over a TF region. They then derived an SPP estimator from the
averaged a posteriori SNR. In [7], the present authors proposed a
single-channel SPP estimator that resulted in a higher probability of
speech detection for a given false alarm rate using both inter-frame
and inter-band correlations.

In this paper, we derive an MMSE-based filter for single-channel
noise reduction that takes the inter-frame and inter-band correlations
into account. To include the speech presence uncertainty, we formu-
late a conditional MMSE-based estimator based on the a posteriori
SPPs. The a posteriori SPP is estimated using the inter-frame and
inter-band correlations of the TF units surrounding the TF unit of
interest. Moreover, we examine two methods to determine the re-
quired a priori SPP. Finally, we propose a procedure similar to that
in [12] by setting the fixed priors to obtain SPP estimates close to
one/zero for speech/non-speech TF units.

The remaining sections are structured as follows: In Section 2,
the chosen model for signals is introduced. In Section 3, a condi-
tional MMSE-based filter that exploits both inter-frame and inter-
band correlations is derived. In Section 4, the SPP estimator is re-
viewed. In Section 5, the performance of the proposed filter is eval-
uated. In Section 6, the paper is concluded.

2. SIGNAL MODEL

We consider the well-known signal model in which a microphone
captures the desired signal that is corrupted by additive noise. In the
STFT domain we can express the spectral coefficients of the received
signal at time-frame m and discrete-frequency k as

Y (k,m) = X(k,m) + V (k,m), (1)

where X(k,m) is the desired signal and V (k,m) is the addi-
tive noise. We assume that the spectral coefficients X(k,m) and
V (k,m) are uncorrelated and zero-mean complex Gaussian random
variables.

Because of the properties of the STFT and the nature of the
speech signal, it is likely that the TF unit of interest is correlated
with neighboring TF units. To take this information into account,
we adopt the signal model proposed in [7].

We define an input signal vector, y(k,m), that contains all
neighboring spectral coefficients that are taken into account as

y(k,m) =
[
cT(k,m) cT(k,m− 1) . . . cT(k,m− L+ 1)

]T
,

(2)

5215978-1-4799-9988-0/16/$31.00 ©2016 IEEE ICASSP 2016



with

c(k,m) =
[
Y (k −K−,m) · · · Y (k,m) · · · Y (k +K+,m)

]T
,

(3)
where L is the number of consecutive time frames used for each
frequency bin1, and K− and K+ are, respectively, the numbers of
consecutive frequency bands before and after the kth bin used for
each TF unit. The input signal vector y(k,m) has a length M =
L (K− +K+ + 1).

When speech is present with certainty, the vector y(k,m) can
be expressed as

y(k,m) = x(k,m) + v(k,m). (4)

Our objective is to estimate the desired signal X(k,m) by ap-
plying a filter

h(k,m) = [H0(k,m)H1(k,m) · · · HM−1(k,m)]T (5)

to the input signal vector y(k,m). The filter exploits the inter-frame
and inter-band correlations, and takes into account the speech pres-
ence uncertainty. An estimate of the desired signal X(k,m) is then
given by

Z(k,m) =

M−1∑
i=0

H∗i (k,m)Yi(k,m)

= hH(k,m)y(k,m), (6)

where Yi(k,m) is the ith element of the vector y(k,m). The su-
perscripts ∗ and H are conjugate and hermitian operators, respec-
tively. Let Φy(k,m) = E

[
y(k,m)yH(k,m)

]
, Φx(k,m) =

E
[
x(k,m)xH(k,m)

]
and Φv(k,m) = E

[
v(k,m)vH(k,m)

]
re-

spectively denote the correlation matrices of the noisy speech, clean
speech, and noise, whereE[·] denotes the mathematical expectation.

3. CONDITIONAL MMSE-BASED FILTER USING
INTER-FRAME AND INTER-BAND CORRELATIONS

In traditional single-channel noise reduction systems, the enhanced
TF unit, Z(k,m), is commonly the product of a gain, H0(k,m),
and the noisy observation at each TF unit, i.e., Z(k,m) =
H0(k,m)Y (k,m). By considering the complex Gaussian distribu-
tion models for speech and noise and assuming mean squared error
(MSE) between Z(k,m) and X(k,m), the form of Wiener filter
can be obtained so that the gain, H0(k,m), is the ratio of the vari-
ance of the clean speech over the variance of the noisy speech, i.e.,
H0(k,m) = HW(k,m) = φX(k,m)/(φX(k,m) + φV (k,m))
where φX(k,m) and φV (k,m) are the variances of clean speech
and noise at time frame m and frequency bin k, respectively.

To include the speech presence uncertainty, we first define the
following speech absence and presence hypotheses:

H0(k,m) : y(k,m) = v(k,m), speech absence and
H1(k,m) : y(k,m) = x(k,m) + v(k,m), speech presence.

Considering the speech absence and presence hypotheses, a con-
ditional MMSE estimate of X(k,m) can be obtained from a noisy

1We can use different numbers of consecutive time-frames for different
frequencies but to simplify the presentation, we use the same number L.

observation y(k,m) as follows:

Z(k,m) = E [X(k,m)|y(k,m)]

= p(k,m)E [X(k,m)|y(k,m),H1(k,m)]

+ (1− p(k,m))E [X(k,m)|y(k,m),H0(k,m)] , (8)

whereE [X(k,m)|y(k,m),H1(k,m)] is the estimated desired sig-
nal when speech is present, and p(k,m) is the a posteriori SPP that
is described in Section 4. When speech is absent, a gain Hmin(k)
(Hmin(k)� 1) is applied to ensure that the residual noise in the out-
put signal sounds natural. Hence, E [X(k,m)|y(k,m),H0(k,m)]
is equal to Hmin(k)Y (k,m).

It is known that considering the MMSE criteria,
E [X(k,m)|y(k,m),H1(k,m)] can be obtained using the
Wiener filter hW(k,m) [20]:

hW(k,m) = Φ−1
y (k,m)Φx(k,m)iK−+1

= [Φx(k,m) + Φv(k,m)]−1Φx(k,m)iK−+1

= [I−Φ−1
y (k,m)Φv(k,m)]iK−+1, (9)

where I is the identity matrix of size M , and iK−+1 is the (K− +
1)th column of I. In the following, we assume K = K− = K+. It
should be noted that the computational complexity increases when
L and/or K increase.

Taking into account the speech presence uncertainty, the output
signal can then be computed using:

Z(k,m) = p(k,m) hW
H(k,m)y(k,m)

+ (1− p(k,m))Hmin(k)Y (k,m). (10)

For L = 1 and K = 0, the h(k,m) reduces to the traditional
Wiener filter HW(k,m) such that

Z(k,m) = [p(k,m)HW(k,m)

+ (1− p(k,m))Hmin(k)] Y (k,m). (11)

4. SPEECH PRESENCE PROBABILITY ESTIMATION

The SPP is defined as the a posteriori probability that speech is
present given the noisy observation and the statistical properties of
the speech and the noise. Now, the objective is to estimate the SPP
at time frame m and frequency bin k given the noisy input signal
vector y(k,m). In this section, we describe how the SPP can be
computed by considering the inter-frame and inter-band correlations
of TF unit of interest [7].

Assuming that the speech and noise components are complex
Gaussian random vectors with uncorrelated identically distributed
real and imaginary parts and considering the speech absence and
presence hypotheses, the likelihoods f [y(k,m) |H0(k,m)] and
f [y(k,m) |H1(k,m)] can be written in closed form as [21]

f [y(k,m) |H0(k,m)] =
1

πM det[Φv(k,m)]

× e−yH(k,m)Φ−1
v (k,m)y(k,m), (12)

and

f [y(k,m) |H1(k,m)] =
1

πM det[Φx(k,m) + Φv(k,m)]

× e−yH(k,m)(Φv(k,m)+Φx(k,m))−1y(k,m), (13)
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Fig. 1. Time and frequency dependent SPP, input SNR=15 dB: (a) Spectrogram of the clean speech, (b) Spectrogram of the noisy speech, (c)
SPPs of “L2-qfix”, (d) SPPs of “L2-zetafix”(e) SPPs of “L2-qCohen”, (f) SPPs of “L1-Gerkmann”.

where det[·] denotes the determinant of a matrix. The generalized
likelihood ratio (GLR) is defined as [1]

Λ(k,m) =
q(k,m)

1− q(k,m)

f [y(k,m) |H1(k,m)]

f [y(k,m) |H0(k,m)]
, (14)

where q(k,m) = f [H1(k,m)] denotes the a priori SPP. Using (12)
and (13), the GLR can be written as

Λ(k,m) =
q(k,m)

1− q(k,m)

det[Φv(k,m)]

det[Φx(k,m) + Φv(k,m)]

× eyH(k,m)[Φ−1
v (k,m)−(Φv(k,m)+Φx(k,m))−1]y(k,m). (15)

Finally, the SPP is obtained from Bayes rule as follows [7]

p(k,m)
∆
= f [H1(k,m) |y(k,m)] =

Λ(k,m)

1 + Λ(k,m)
. (16)

For L = 1 and K = 0, the SPP estimator reduces to the tradi-
tional single-channel SPP estimator [1], i.e.,

p(k,m) =

{
1 +

1− q(k,m)

q(k,m)
[1 + ξ(k,m)] e

[
− γ(k,m)ξ(k,m)

1+ξ(k,m)

]}−1

,

(17)
where γ(k,m) = |Y (k,m)|2

φV (k,m)
and ξ(k,m) = φX (k,m)

φV (k,m)
are a posteri-

ori and a priori SNRs, respectively.
Finally, we have to determine the a priori SPP, q(k,m), in (15).

In this paper, we examine two different approaches to determine the
a priori SPP:

1) Choosing a fixed value for q(k,m), i.e., q(k,m) = 0.4 for
all m and k as proposed in [7, 21].

2) Determining q(k,m) as proposed in [19], i.e., by compar-

ing the a posteriori SNR at each TF unit with predetermined
thresholds. This estimator then leads to an SPP close to
one/zero for speech/non-speech TF units.

In [12], the authors proposed an alternative approach to com-
pute the single-channel a posteriori SPP. First they showed that the
speech presence and absence likelihoods become identical if the a
priori SNR is very small, which results in an SPP of 0.5. To mitigate
this problem, they propose to compute the SPP using a fixed a pri-
ori SNR rather than a signal-dependent a priori SNR. The constant
a priori SNR results in nonidentical speech presence and absence
likelihoods when the a priori SNR is low. In [12], the fixed priors
q(k,m) = 0.5 and 10 log10 ξ(k,m) = 8 dB are used. It should
be noted that also in our case the likelihoods f [y(k,m) |H0(k,m)]
and f [y(k,m) |H1(k,m)] in (12) and (13) would be identical if the
Φx(k,m) contains small values. Therefore, we propose a procedure
similar to that in [12] to obtain SPP estimates close to one/zero for
speech/non-speech TF units. To overcome the identity of the two
likelihoods in non-speech TF units, we set Φx(k,m) to a factor of
the Φv(k,m), i.e., Φx(k,m) = ρ Φv(k,m) where ρ is a fixed
value. Moreover, the fixed a priori SPP was set to q(k,m) = 0.5.

5. PERFORMANCE EVALUATION

In the following performance evaluation, clean speech samples from
the TIMIT database [22] were used. The speech signals were sam-
pled at a frequency of 16 kHz. Three different noise types, con-
sisted of white Gaussian, Factory 1, and babble, were examined
at different input SNRs. The STFT was computed using a 32 ms
Hamming window with 75% overlap. The correlation matrix of
the noisy and noise signals were computed recursively from these
signals using a forgetting factor of 0.92. The effect of the errors
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in the estimated noise correlation matrix is a topic of future re-
search. The correlation matrix of the clean speech was computed
using Φ̂x(k,m) = P{Φ̂y(k,m) − Φ̂v(k,m)}, where P{·} is an
operation that sets all negative eigenvalues to zero to ensure that the
resulting matrix is positive definite. Moreover, Hmin(k) was set to
-9 dB.

In this study the following algorithms were evaluated and com-
pared:

• “L2-qfix”: L = 2, K = 1, Z(k,m) using (10), p(k,m)
using (15) and (16), q(k,m) = 0.4.

• “L2-zetafix”: L = 2, K = 1, Z(k,m) using
(10), p(k,m) using (15) and (16), q(k,m) = 0.5,
Φx(k,m) = ρ Φv(k,m) with ρ = 7.94 such that the SNR
tr{Φ−1

v (k,m)Φx(k,m)} is equal to 9 dB, which is similar
to the a priori SNR used in [12]. Here tr{·} indicates the trace
of a matrix.

• “L2-qCohen”: L = 2, K = 1, Z(k,m) using (10), p(k,m)
using (15) and (16). The a priori SPP q(k,m) was computed
using the algorithm in [19].

• “L1-Gerkmann” [12]: L = 1, K = 0, Z(k,m) using (11),
p(k,m) using the algorithm in [12] with q(k,m) = 0.5 and
10 log10 ξ(k,m) = 8 dB.

• “L1-qCohen” [19]: L = 1, K = 0, Z(k,m) using (11),
p(k,m) using(17), and q(k,m) using the algorithm in [19].

First, we examine the estimated SPPs obtained from different
algorithms. For this purpose, we used a female speech sample from
the TIMIT database [22] shown in Fig. 1(a). The clean speech de-
graded by white Gaussian noise with an input SNR = 15 dB is de-
picted in Fig. 1(b). For those TF units where the speech is absent, it
can be observed that the estimated SPPs shown in Fig. 1(d)-(f) are
closer to zero compared to the SPP for “L2-qfix” shown in Fig. 1(c).
However, when speech is present, the SPP for “L2-qfix” shown in
Fig. 1(c) yields a higher probability compared to the SPPs shown in
Fig. 1(d)-(f).

Secondly, we evaluate the performance of different SPP esti-
mators, in terms of speech distortion (SD) and noise leakage (NL),
which can act as measures for missed detection and false-alarm rate,
respectively. The definitions of SD and NL are presented in [12]. In
Fig. 2 the results for three different noise types and seven different
input SNRs are depicted. The results are obtained by averaging on
16 sentences from the TIMIT database [22] (8 male, 8 female). It
is observed that the “L2-qfix” yields the lowest SD and the high-
est NL values. The estimated SPPs close to q(k,m) (rather than
zero) in silent time frames resulted in high NL values. The “L1-
qCohen” achieves the highest SD and the lowest NL values. The
performance of the remaining algorithms lies in the middle.

In Fig. 2, we have also compared the performance of the above
mentioned algorithms in speech enhancement application in vari-
ous noise conditions in terms of the improvements in seg. SNR and
PESQ. The seg. SNR measures the noise reduction and PESQ mea-
sures the overall speech quality [23]. In terms of the noise reduction,
the evaluated algorithms can be ordered as follows:

“L1-qCohen”<“L1-Gerkmann”<“L2-qCohen”≤“L2-zetafix”<“L2-qfix”

We can conclude that “L1-Gerkmann” outperforms “L1-qCohen”,
and that the proposed algorithms that exploit both inter-frame and
inter-band correlations achieve a higher performance compared to
the traditional ones. The superior performance of the proposed algo-
rithm (“L2-qfix”) may be explained by the lower SD values that are

more important compared to higher NL values. Informal listening
tests supported these findings.

6. CONCLUSIONS

We derived a conditional MMSE-based filter for single-channel
noise reduction that takes the inter-frame and inter-band correlations
into account and the speech presence uncertainty. The speech pres-
ence uncertainty was incorporated using the SPP, which could also
be estimated using the inter-frame and inter-band correlations of the
TF units surrounding the TF unit of interest. Different combinations
of the conditional MMSE-based filter and SPP estimators were eval-
uated and compared in an experimental study. The experimental re-
sults showed that the conditional MMSE-based filter in combination
with the SPP estimator that uses a fixed a priori SNR and exploits
inter-frame and inter-band correlations resulted in the least amount
of speech distortion, and highest segmental SNR and PESQ scores.
A topic of future research is the estimation of the noise covariance
matrix.
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Fig. 2. The performance of different algorithms in terms of the im-
provements in seg. SNR and PESQ (with reference to unprocessed
noisy input), SD and NL in various noise conditions: (a-d) white
Gaussian, (e-h) Factory 1, and (i-l) babble noise.
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