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ABSTRACT
In this paper, we first present a recursive implementation of a

recently proposed reassignment process called the Levenberg-

Marquardt reassignment, which allows a user to adjust the

slimness of the signal components localization in the time-

frequency plane. Thanks to a generalization of the signal re-

construction formula, we also present a recursive implemen-

tation of the synchrosqueezed short-time Fourier transform.

This approach paves the way for a real-time computation of a

reversible and adjustable almost-ideal time-frequency repre-

sentation.

Index Terms— time-frequency analysis, reassignment,

synchrosqueezing, short-time Fourier transform, recursive fil-

tering.

1. INTRODUCTION

Time-frequency analysis aims at expanding a signal into a set

of non-stationary components and can be performed using

the well-known Short-Time Fourier Transform (STFT). How-

ever, this tool suffers from a poor energy localization in the

time-frequency plane. A possible improvement was proposed

by the reassignment method, introduced by Kodera et al.[1]

and generalized by Auger and Flandrin to any time-frequency

distribution of the Cohen and affine classes in [2]. Recently,

Auger et al.[3] proposed an extension of this method in-

spired by the Levenberg-Marquardt algorithm, that uses the

second-order derivatives of the phase of the STFT for the

time-frequency localization of the signal components to be

weaker or stronger than with the classical reassignment. But

although an efficient Time Frequency Representation (TFR),

the reassigned spectrogram is not directly invertible. To this

aim, the synchrosqueezing was proposed, initially introduced

for the Continuous Wavelet Transform (CWT) [4] and later

extended to the STFT [5, 6, 7, 8]. But all these approaches

require the computation of several STFTs using non-causal

windows which prevent their use in real-time applications.
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This problem can efficiently be solved by considering a spe-

cific case of the STFT that can be recursively computed thanks

to the use of a causal window function as in [9]. In the present

work, the first- and second-order derivatives of the phase of

the STFT are derived for this particular case and lead to a

practical real-time implementation of both the classical and

the Levenberg-Marquardt reassigned spectrograms, and to

the first (to our knowledge) real-time implementation of a

synchrosqueezed STFT. This paper is organized as follows:

in section 2, the STFT is related to convolution products, to

which reassignment and synchrosqueezing are applied. In

section 3, a particular analysis window is considered to allow

its implementation by causal recursive filters. Experimen-

tal results obtained with these approaches are presented in

section 4 and finally discussed with possible extensions in

section 5.

2. FILTER-BASED STFT, ITS REASSIGNMENT AND
SYNCHROSQUEEZING

The STFT Fh
x (t, ω) = Mh

x (t, ω) e
jΦh

x(t,ω), as defined for ex-

ample in [3], can be related to the linear convolution product

between the analyzed signal x and the complex valued im-

pulse response of a bandpass filter centered on ω, g(t, ω)=
h(t) ejωt, h(t) being a real-valued analysis window:

ygx(t, ω) =

∫ +∞

−∞
g(τ, ω)x(t− τ) dτ = |ygx(t, ω)| ejΨ

g
x(t,ω) (1)

= Fh
x (t, ω) e

jωt = Mh
x (t, ω) e

j(Φh
x(t,ω)+ωt) (2)

This implies that its magnitude M and its phase Φ can

be deduced from the phase and magnitude of ygx(t, ω) by

Mh
x (t, ω)= |ygx(t, ω)| and Φh

x(t, ω)=Ψg
x(t, ω)− ωt.

2.1. Rewording the classical reassignment

The reassignment method, introduced in [1] and generalized

by Auger and Flandrin in [2], aims at sharpening a TFR. This

improved localization of the signal components is obtained

by reassigning the values of an energy distribution to coordi-

nates that are closer to the real support of the analyzed signal.
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According to [1, 2], the reassignment operators of the spec-

trogram can be related to the phase of the STFT and thus can

be reformulated using the phase of ygx(t, ω), denoted Ψg
x, as

t̂(t, ω) = −∂Φh
x

∂ω
(t, ω) = t− ∂Ψg

x

∂ω
(t, ω), (3)

ω̂(t, ω) = ω +
∂Φh

x

∂t
(t, ω) =

∂Ψg
x

∂t
(t, ω). (4)

In practice, the partial derivatives of Ψg
x can be deduced from

convolution products of the signal with particular impulse re-

sponses, as will be detailed in section 2.3. Then, the re-

assigned spectrogram can simply be defined using the reas-

signed coordinates as Rh
x(t, ω) =∫∫

R2

|ygx(t′, ω′)|2δ(t− t̂(t′, ω′))δ(ω − ω̂(t′, ω′)) dt′dω′, (5)

where δ(t) denotes the Dirac distribution.

2.2. Rewording the Levenberg-Marquardt reassignment

Reflection on reassignment was continued, and by analogy

with the Levenberg-Marquardt root finding algorithm, new re-

assignment operators were derived [3] which allow to adjust

the energy localization in the time-frequency plane through a

damping parameter μ, which could be locally matched to the

signal content by or by a noise only/signal+noise binary de-

tector [10, 11]. These new reassignment operators can also be

expressed as a function of the phase Ψg
x of ygx:(

t̃(t, ω)
ω̃(t, ω)

)
=

(
t
ω

)
−
(
∇tRh

x(t, ω) + μI2
)−1

Rh
x(t, ω) (6)

Rh
x(t, ω) =

(
t− t̂(t, ω)
ω − ω̂(t, ω)

)
=

(
∂Ψg

x

∂ω (t, ω)

ω − ∂Ψg
x

∂t (t, ω)

)
(7)

∇tRh
x(t, ω) =

(
∂Rh

x

∂t (t, ω)
∂Rh

x

∂ω (t, ω)

)

=

(
∂2Ψg

x

∂t∂ω (t, ω)
∂2Ψg

x

∂ω2 (t, ω)

−∂2Ψg
x

∂t2 (t, ω) 1− ∂2Ψg
x

∂t∂ω (t, ω)

)
(8)

where I2 is the 2 × 2 identity matrix. As a result, the

Levenberg-Marquardt reassigned spectrogram can be ob-

tained by replacing (t̂, ω̂) by (t̃, ω̃) in Eq. (5).

2.3. Rewording the partial derivatives of the phase

As detailed in [3, 12], the first- and second-order derivatives

of the phase can be computed from STFTs using specific win-

dows. If, unlike [3, 2], the phase Ψ and the impulse response

g of the bandpass filters are used instead of Φ and h, these

partial derivatives can be computed as

∂Ψg
x

∂t
(t, ω) = Im

(
yDg
x (t, ω)

ygx(t, ω)

)
(9)

∂Ψg
x

∂ω
(t, ω) = Re

(
yT g
x (t, ω)

ygx(t, ω)

)
(10)

∂2Ψg
x

∂t∂ω
(t, ω) = Re

(
yDT g
x (t, ω)

ygx(t, ω)
− yDg

x (t, ω)yT g
x (t, ω)

ygx(t, ω)2

)
(11)

∂2Ψg
x

∂t2
(t, ω) = Im

(
yD

2g
x (t, ω)

ygx(t, ω)
−
(
yDg
x (t, ω)

ygx(t, ω)

)2
)

(12)

∂2Ψg
x

∂ω2
(t, ω) = −Im

(
yT

2g
x (t, ω)

ygx(t, ω)
−
(
yT g
x (t, ω)

ygx(t, ω)

)2
)

(13)

where Re(z) and Im(z) are respectively the real and imagi-

nary parts of a complex number z and ygx, yT g
x , yDg

x , yDT g
x ,

yT
2g

x and yD
2g

x are the outputs of the filters using respectively

the impulse responses g(t, ω), T g = t g(t, ω), Dg(t, ω) =
∂g
∂t (t, ω), DT g(t, ω) = ∂

∂t (t g(t, ω)), T 2g(t, ω) = t2g(t, ω)

and D2g(t, ω)=∂2g
∂t2 (t, ω).

2.4. Rewording the synchrosqueezed STFT

As defined in Eq. (1), ygx admits the following signal recon-

struction formula

x(t− t0) =
1

h(t0)

∫ +∞

−∞
ygx(t, ω) e

−jωt0
dω

2π
, (14)

when ω �→ ygx(t, ω) is integrable and when h(t0) �=0. These

assumptions are supposed to be always verified in the remain-

der of this paper. This shows that x(t) can be recovered from

ygx with a time-delay t0≥0. Usually, a symmetric non-causal

window h is used and the location of its the maximum is

t0 = 0. In some cases, for example when h(0) = 0, the best

choice of t0 depends on the window shape and should be cho-

sen close to its maximum, as shown in section 4.

The synchrosqueezing method [4] is an alternative to the

reassignment method that provides a sharpened linear time-

frequency transform while allowing the signal reconstruction.

The synchrosqueezed STFT [6] only uses the frequency co-

ordinate reassignment operator and can be deduced from the

synthesis formula (14) as

Syg
x(t, ω) =

∫
R

ygx(t, ω
′) e−jω′t0δ (ω − ω̂(t, ω′)) dω′. (15)

Hence, |Sygx(t, ω)|2 provides a sharpen TFR and x(t) can be

estimated with a time-delay t0 by

x̂(t− t0) =
1

h(t0)

∫
R

Syg
x(t, ω)

dω

2π
. (16)

In practice, each signal component can be recovered individu-

ally as proposed in [6] by restricting the integration area to the

vicinity of each ridge. Eq. (15) classically uses the frequency

reassignment operator defined by Eqs. (4) and (9). We pro-

pose to define a Levenberg-Marquardt Synchrosqueezed STFT

by replacing ω̂ by ω̃ in Eq. (15). This new synchrosqueezing

process allows to adjust the time-frequency localization of the

signal components while allowing signal reconstruction and

mode extraction.
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3. TOWARDS A RECURSIVE IMPLEMENTATION

As proposed in [9], ygx can be recursively implemented if we

use for h(t) a causal recursive infinite impulse response filter

hk(t) =
tk−1

T k(k − 1)!
e−t/T U(t), (17)

gk(t, ω) = hk(t) e
jωt =

tk−1

T k(k − 1)!
ept U(t) (18)

with p = − 1
T + jω, k ≥ 1 being the filter order, T the time

spread of the window and U(t) the Heaviside step function.

3.1. Discretization

Using the impulse invariance method [13], the filter defined

by Eqs. (1) and (18) can be implemented as [9]

Gk(z, ω) = TsZ {gk(t, ω)} =

k−1∑
i=0

biz
−i

1 +

k∑
i=1

aiz
−i

, (19)

with bi = 1
Lk(k−1)!

Bk−1,k−i−1α
i, α = epTs , L = T/Ts,

Z {f(t)} =
∑+∞

n=0 f(nTs)z
−n, ai = Ak,i (−α)i, Ts being

the sampling period. Bk,i =
∑i

j=0(−1)jAk+1,j(i+ 1− j)k

denotes the Eulerian numbers and Ak,i =

(
k
i

)
= k!

i!(k−i)!

the binomial coefficients. Hence, yk[n,m] ≈ ygkx (nTs,
2πm
MTs

)
can be computed from the sampled analyzed signal x[n] by a

standard recursive equation

yk[n,m] =

k−1∑
i=0

bi x[n− i]−
k∑

i=1

ai yk[n− i,m] (20)

where n ∈ Z and m = 0, 1, ...,M−1 are respectively the dis-

crete time and frequency indices. The z transform of the other

specific impulse responses can be expressed as functions of

Gk(z, ω) at different orders

TsZ{T gk(t, ω)} = kTGk+1(z, ω) (21)

TsZ {Dgk(t, ω)} =
1

T
Gk−1(z, ω) + pGk(z, ω) (22)

TsZ {DT gk(t, ω)} = k (Gk(z, ω) + pTGk+1(z, ω)) (23)

TsZ
{
T 2gk(t, ω)

}
= k(k + 1)T 2Gk+2(z, ω) (24)

TsZ
{
D2gk(t, ω)

}
=

1

T 2
Gk−2(z, ω) +

2p

T
Gk−1(z, ω)

+ p2Gk(z, ω). (25)

These results hold for any k ≥ 1 provided that G0(z, ω) =
G−1(z, ω) = 0. Eqs. (21) and (22) generalize to any value

of k some results already presented in [9], while Eqs. (23) to

(25) provide the discrete-time linear systems required by the

Levenberg-Marquardt reassignment operators.

3.2. Recursive reassignment and synchrosqueezing

The discretization of the reassignment operators given by Eqs.

(3), (4), (6), (7) and (8) combined with expressions of the spe-

cific windows as functions of Gk(z, ω) leads to the following

expressions of the discrete-time reassigned coordinates [9]

n̂[n,m] = n− Round

(
Re

(
T−1
s yT g

x [n,m]

ygx[n,m]

))
(26)

m̂[n,m] = Round

(
M

2π
Im

(
Tsy

Dg
x [n,m]

ygx[n,m]

))
(27)

and for the Levenberg-Marquardt reassignment we have

ñ[n,m] = n− Round

(
1

Λ

(
T−1
s

∂Ψg
x

∂ω

)(
1 + μ− ∂2Ψg

x

∂t∂ω

)

− 1

Λ

(
T−2
s

∂2Ψg
x

∂ω2

)(
2πm

M
− Ts

∂Ψg
x

∂t

))
(28)

m̃[n,m] = m− Round

(
M

2πΛ

(
T−1
s

∂Ψg
x

∂ω

)(
T 2
s

∂2Ψg
x

∂t2

)

+
1

Λ

(
μ+

∂2Ψg
x

∂t∂ω

)(
m− MTs

2π

∂Ψg
x

∂t

))
(29)

with

Λ =
(
μ+

∂2Ψg
x

∂t∂ω

)(
μ+ 1− ∂2Ψg

x

∂t∂ω

)
+
(
T 2
s

∂2Ψg
x

∂t2

)(
T−2
s

∂2Ψg
x

∂ω2

)
Thus, the resulting discrete-time recursive reassigned spec-

trogram can be expressed as

Rk[n,m] =
∑
n′∈Z

M−1∑
m′=0

|yk[n′,m′]|2 δ [n− n̂[n′,m′]]

δ [m− m̂[n′,m′]] (30)

where δ[n] is the Kronecker delta and (n̂, m̂) can be replaced

by (ñ, m̃) to obtain the Levenberg-Marquardt recursive reas-

signed spectrogram. The recursive synchrosqueezed STFT can

be obtained as

Syk[n,m]=

M−1∑
m′=0

yk[n,m′] e−
2jπm′n0

M δ [m− m̂[n,m′]] (31)

where n0 = t0/Ts can be chosen as the time instant when the

maximum of hk is reached (i.e. n0 = (k − 1)L). Thus, x can

be recovered from Syk[n,m] by

x̂[n− n0] =
1

MTshk(n0Ts)

M−1∑
m=0

Syk[n,m]. (32)

As the proposed reassignment and synchrosqueezing methods

are implemented not by FFTs but by filters banks, the compu-

tational cost can be reduced by reducing the range of the com-

puted frequency m to the expected frequency support of the

analyzed signal. When using the synchrosqueezed STFT, this

range reduction can also be used for mode retrieval or denois-

ing, as proposed in [6]. All results presented in this section

provide time-frequency analysis tools that are independent of

the signal sampling rate.
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4. EXPERIMENTAL RESULTS

Fig.1 compares the proposed recursive TFRs obtained for a

500 samples long multicomponent real signal made of two

impulses, one sinusoid, one chirp and one sinusoidally mod-

ulated sinusoid. The animations included in the subfigures,

available with Adobe Reader c© [14], show the results ob-

tained for M=300 and a Signal-to-Noise Ratio (SNR) varying

from 45 dB down to 5 dB (obtained by addition of a white

Gaussian noise), with different values for k, L and μ. These

animations clearly illustrate the improvement of the signal

components localization brought by the proposed TFRs. For

the Levenberg-Marquardt approach, the damping parameter

μ shall not be chosen too small. Since only its frequency

localization is improved, the synchrosqueezed STFT does not

improve the time localization of the impulses. However it

allows signal reconstruction and modes separation. Table 1

shows the sensitivity to n0, M and μ of the signal Recon-

struction Quality Factor (RQF), defined as

RQF = 10 log10

( ∑
n |x[n]|2∑

n |x[n]− x̂[n]|2
)

(33)

(a)
n0 8 18 26 28 30

RQF (dB) 9.79 24.17 26.77 26.82 26.73

(b)
M 100 200 600 1000 2400
RQF (dB) 20.56 24.90 29.48 30.50 30.87

(c)
μ 0.30 0.80 1.30 1.80 2.30
RQF (dB) 20.83 27.28 29.68 30.35 30.90

Table 1. Signal RQF of the recursive synchrosqueezed STFT com-

puted for k= 5, L= 7 at SNR = 45 dB. Line (a), computed for

M=300, shows that the best RQF is obtained for n0 = (k − 1)L,

but decreasing n0 only slightly decreases the RQF, while decreas-

ing the signal reconstruction delay. Line (b), computed for n0=28,

shows that the RQF increases with M , but choosing M = 200 only

decreases the RQF from 6 dB compared to M = 2400. Line (c),

computed for n0=28 and M=300, shows that using a Levenberg-

Marquardt synchrosqueezed STFT with values of μ larger than 0.7
provides a better RQF than the classical synchrosqueezed STFT (go-

ing to the RQF of the STFT, see Eq. (14), equal to 35.56 dB), while

smaller values of μ provide a better signal localization.

5. CONCLUSION

We proposed a recursive implementation of the Levenberg-

Marquardt reassignment and of the synchrosqueezing. Both

are based on the use of causal recursive filters. Thanks to

the Levenberg-Marquardt algorithm, these methods can allow

a user to adjust the strength of the signal localization in the

time-frequency plane while allowing a signal reconstruction.

Future works will consist in proposing related real-world data

analysis applications and to extend this approach to second-

order synchrosqueezing [15]. A MATLAB implementation of

the proposed methods can be found on-line at [16].

(a) spectrograms obtained for several k and SNR values.

(b) classical and LM reassigned spectrograms.

(c) squared modulus of classical- and LM-synchrosqueezed

STFTs.

Fig. 1. Recursive time-frequency energy distributions of a mul-

ticomponent signal. All figures use a linear gray scale and show

TFR[n,m]α with α=0.4 for the spectrogram and reassigned spec-

trogram, and α=0.25 for the synchrosqueezing.
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