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ABSTRACT

We consider solving a convex, nonsmooth and stochastic optimiza-
tion problem over a multi-agent network. Each agent has access to
a local objective function and can communicate with its immediate
neighbors only. We develop a dynamic stochastic proximal-gradient
consensus (DySPGC) algorithm, featuring: i) it works for both the
static and randomly time-varying networks; ii) it can deal with either
the exact or the stochastic gradient information; iii) it has provable
rate of convergence. Interestingly, the developed algorithm includes
as special cases many existing (and seemingly unrelated) first-order
algorithms for distributed optimization over static networks, such
as the EXTRA (Shi et al 2014), the PG-EXTRA (Shi at 2015), the
IC/IDC-ADMM (Chang et al 2014), and the DLM (Ling et al 2015).
It is also closely related to the classical distributed gradient method.

Index Terms— Consensus optimization, alternating direction
method of multipliers, stochastic optimization

1. INTRODUCTION
Consider the following classical global consensus problem

min
y∈RM

f(y) :=

N∑
i=1

fi(y), (1)

where fi(y) is a convex function. Suppose N agents are distributed
over a network defined by an undirected graph G = {V, E}, with
|V| = N vertices and |E| = E edges. Each agent can communicate
with its immediate neighbors, and it is responsible for optimizing
one component function fi. For applications of this model, see a
recent survey [1]. The key research question is: how to enable the
agents to distributedly compute an optimal solution of (1), using only
local, and possibly inexact and stochastic, gradient information.

Suppose each agent i has a local copy of y, denoted as xi ∈ RM ,
then the classical distributed subgradient (DSG) method is given by

xr+1
i =

N∑
j=1

wrijx
r
j − γrdri , ∀ i ∈ V, (2)

where r denotes the iteration counter; dri ∈ ∂fi(xri ) is a subgradi-
ent vector; wrij ≥ 0 is the weight for the edge eij ∈ E at iteration
r; and γr > 0 is the stepsize. The convergence of the DSG was
first analyzed in [2], and it has been extended to many scenarios,
e.g., when there are local constraints [3], or when the messages ex-
changed among the agents are quantized [4]. The DSG is known
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to converge with rate O(ln(r)/
√
r) [5]. Under certain smoothness

assumption on f , Shi et al [6] propose an EXTRA algorithm which
adds certain error-correction terms to the DSG iteration (2). EXTRA
and its extension [7] achieve anO(1/r) convergence rate for smooth
convex problem and linear convergence for smooth strongly convex
problems. Analysis on related algorithms can be found in [5, 8, 9].

Another popular approach for distributed optimization is based
on the alternating direction method of multipliers (ADMM) [10–13].
The O(1/r) rate of convergence for decentralized ADMM has been
shown by [14] with stochastic communication graph, and the linear
convergence is shown in [15] for smooth strongly convex problems
over static networks. Almost all the ADMM-based methods require
that each agent solves its local problem exactly (cf. [11, 13, 16–18]),
which can be very expensive, except two related works [19,20]. Re-
cently, [21] demonstrates that the ADMM is also capable of solving
certain nonconvex global consensus problem.

In this work, we consider the following popular structured ver-
sion of the global consensus problem (1)

min
y∈RM

f(y) :=

N∑
i=1

fi(y) =

N∑
i=1

gi(y) + hi(y), (3)

where each gi : RM → R is a smooth convex function; each
hi : RM → R is a convex but possibly nonsmooth lower semi-
continuous function. We propose an ADMM based method, named
the dynamic stochastic proximal-gradient consensus (DySPGC), fea-
turing: i) When only an unbiased estimate of ∇gi is known, it con-
verges with a rate O(1/

√
r); ii) When the exact ∇gi is known, the

rate improves toO(1/r); iii) The algorithm works for both the static
and certain randomly time-varying networks.

What is more interesting is our insight into the connection be-
tween the proposed DySPGC and a few DSG-type methods. In
particular, we show that EXTRA/PG-EXTRA [6, 7] are in fact spe-
cial instances of the proposed DySPGC algorithm (when applied to
a static network with symmetric weights and exact gradients). Fur-
ther, we also establish a close connection between the DSG iteration
(2) and the proposed DySPGC. Additionally our method generalizes
other distributed ADMM-type methods such as the DLM [20] and
the IC-ADMM [19].

2. SYSTEM MODEL

We begin by assuming that each hi admits an “easy prox” operator
[22], i.e., the following problem is easily solvable

proxβh(u) := min
y
hi(y) +

β

2
‖y − u‖2. (4)
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Assume that ∇gi is Lipschitz continuous, i.e., for some Pi > 0,

‖∇gi(y)−∇gi(v)‖ ≤ Pi‖y − v‖, ∀ y, v ∈ dom(h), ∀ i. (5)

SupposeN agents are defined over a connected undirected graph
G = {V, E}. Define a companion symmetric directed graph given
by Gd = {V,A,W}, where A is the set of directed arcs with
|A| = 2E, and for every edge (i, j) ∈ E , there are two edges
eij , eji ∈ A; W ∈ RN×N+ is a weight matrix. Let us use Ni to
denote the neighborhood of node i, i.e., Ni = {j | eij ∈ A}.
Generally we assume that the weight matrix W is a (row) stochas-
tic matrix, its diagonal elements are all positive, and its off-diagonal
elements satisfy

W [i, j] > 0, if eij ∈ A, W [i, j] = 0, otherwise. (6)

Reformulation: It is well-known that (3) can be reformulated by

min

N∑
i=1

gi(xi) + hi(xi), s.t. xi = zij , xj = zij , ∀ eij ∈ A.

Define x := {xi} ∈ RNM , and z = {zij} ∈ R2EM . Also
introduce two matrices A = [A1;A2] ∈ R4EM×NM and B =
−[I2EM ; I2EM ] ∈ R4EM×2EM , where the (q, i)th block of A1

(resp. (q, j)th block of A2) is IM (M by M identity matrix) if the
qth block of z is zij . Then, the previous problem can be transformed
to the following compact representation [1, 13, 19, 20]

min f(x) :=

N∑
i=1

gi(xi) + hi(xi), s.t. Ax+Bz = 0. (P)

Random Graph: We will use the following random graph [9, 14].

Definition 2.1 (The randomly activated graph) At each time r, each
link e ∈ E has a probability pe ∈ (0, 1] of being active. The set
of “active” nodes is: Vr := {i | ∃eij ∈ Ar, ∀ i ∈ V}. Further,
assume that G is connected, and the graph realizations Gr and Gt
are independent ∀ r 6= t.

Define a vector of positive constants ρ := {ρij > 0}
eij∈A. For a

given graph Grd at each time r, construct a time-dependent diagonal
matrix Γr � 0 by Γr = blkdg[Ξr ⊗ IM ,Ξr ⊗ IM ] ∈ R4EM×4EM ,
where Ξr ∈ R2E×2E is a diagonal matrix induced by the graph Grd
with Ξr[q, q] = ρij if link eij ∈ Ar and the qth block of z is zij ;
otherwise Ξr[q, q] = 0. Also define matrices Γ � 0 and Ξ � 0
similarly, but over the original graph Gd.
Gradient Information: Assume that each agent i is responsible for
a single component function gi + hi, and it only has an estimate of
∇gi(xi), denoted as g̃i(xi, ξi). Such estimate satisfies

E[g̃i(xi, ξi)] = ∇gi(xi), E
[
‖g̃i(xi, ξi)−∇gi(xi)‖2

]
≤ σ2, ∀ i,

where ξi is a random variable following an unknown distribution; σ2

is the variance of the error. Let G̃(x, ξ) :=
∑N
i=1 g̃i(xi, ξi).

3. THE PROPOSED ALGORITHMS

Our proposed algorithm is based on the ADMM [11,23]. To proceed,
we express the augmented Lagrangian of (P) as

L(x, z, λ)=

N∑
i=1

gi(xi) + hi(xi) + 〈λ,Ax+Bz〉+
1

2
‖Ax+Bz‖2Γ,

where λ ∈ R4EM is the dual variable. Note that here a matrix pe-
nalization parameter Γ replaces the single parameter used in con-
ventional ADMM. For each i ∈ V , define Ωi := ωiIM � 0 as a
proximal matrix. Define Ω := blkdiag[Ω1, · · · ,ΩN ] � 0. Let

M+ := AT1 +AT2 ∈ RNM×2EM , M− := AT1 −AT2 ∈ RNM×2EM .

To model the time-varying network, let us define G̃r+1(xr, ξr+1) :=
[a1; a2; · · · ; aN ] ∈ RMN with

ai =

{
g̃i(x

r, ξr+1) if i ∈ Vr+1

0 otherwise

Define hr+1(x) :=
∑
i∈Vr+1 hi(xi). Also define the matrices

Ar, Br,Ωr,Mr
+,M

r
− similarly as A, B, Ω, M+ and M−, but over

the graph realization Grd (i.e., entries corresponding to the inactive
links/nodes are set to zeros). Using these definitions, we present in
the table below the proposed algorithm, named the dynamic stochas-
tic proximal-gradient consensus (DySPGC) algorithm.

Algorithm 1. The DySPGC Algorithm
At iteration 0, let BTλ0 = 0, z0 = 1

2
MT

+x
0.

At each iteration r + 1, update the variable blocks by:

xr+1 = arg min
〈
G̃r+1(xr, ξr+1), x− xr

〉
+ hr+1(x)

+
1

2

∥∥Ar+1x+Br+1zr + Γ−1λr
∥∥2

Γ

+
1

2
‖x− xr‖2Ωr+1+ηr+1IMN

(7a)

xr+1
i = xri , if i /∈ Vr+1 (7b)

zr+1 = arg min
1

2

∥∥Ar+1xr+1 +Br+1z + Γ−1λr
∥∥2

Γ
(7c)

zr+1
ij = zrij , if eij /∈ Ar+1 (7d)

λr+1 = λr + Γ
(
Ar+1xr+1 +Br+1zr+1) (7e)

When the network is static and the exact gradient is known, i.e.,
Grd = Gd and G̃r+1(xr, ξr+1) = ∇g(xr) for all r, we can set
ηr+1 = 0 for all r. The DySCPA reduces to the following proximal
gradient consensus (PGC) algorithm.

Algorithm 2. The PGC Algorithm
At iteration 0, let BTλ0 = 0, z0 = 1

2
MT

+x
0.

At each iteration r + 1, update the variable blocks by:

xr+1 = arg min
x
〈∇g(xr), x− xr〉+ h(x) + 〈λr, Ax+Bzr〉

+
1

2
‖Ax+Bzr‖2Γ +

1

2
‖x− xr‖2Ω (8a)

zr+1 = arg min
z

1

2

∥∥Axr+1 +Bz + Γ−1λr
∥∥2

Γ
(8b)

λr+1 = λr + Γ
(
Axr+1 +Bzr+1) (8c)

Below we present distributed implementation of the proposed
algorithms. Define a stepsize parameter βr+1

i as

βr+1
i := 2

( ∑
j∈Nr+1

i

ρ̂ij +
wi
2

)
, with ρ̂ij :=

ρij + ρji
2

, ∀ i.
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Let us define a new stepsize matrix Υr+1:= diag([βr+1
1 , · · · , βr+1

N ])⊗
IM � 0 and specialize the weight matrix W r+1 ∈ RN×N as

(W [i, j])r+1=


ρji+ρij∑

`∈Nr+1
i

(ρ`i+ρi`)+ωi
=

ρji+ρij

βr+1
i

, if eij ∈ Ar+1,

ωi∑
`∈Nr+1

i

(ρ`i+ρi`)+ωi
= wi

βr+1
i

, i = j, i ∈ Vr+1

0, otherwise,
(9)

Clearly, for any given r, W r is a row stochastic matrix (but not dou-
bly stochastic) and it satisfies (6).

Let us split λr by λr = [δr; γr] where δr, γr ∈ R2EM . It can
be show that the DySPCA is equivalent to (see [24] for a proof):

xr+1
i +

1

βr+1
i

ζr+1
i +

ηr+1

βr+1
i

(xr+1
i − xri ) +

∑
j∈Nr+1

i
(δrij − δrji)

βr+1
i

=
−1

βr+1
i

(
g̃i(x

r
i , ξ

r+1
i ) +

∑
j∈Nr+1

i

(
ρijz

r
ij + ρjiz

r
ji

)
+ ωix

r
i

)
, ∀ i ∈ Vr+1

(10a)

xr+1
i = xri , ∀ i /∈ Vr+1 (10b)

zr+1
ij =

{
1
2

(
xr+1
i + xr+1

j

)
, if eij ∈ Ar+1

zrij , otherwise
(10c)

δr+1
ij =

{
δrij +

ρij
2

(xr+1
i − xr+1

j ), if eij ∈ Ar+1

δrij otherwise.
(10d)

for some ζr+1
i ∈ hi(xr+1

i ).
Surprisingly, when the network is static and G̃(x; ξ) = ∇g(x),

the PGC algorithm admits a single-variable characterization.
Proposition 3.1 The iteration (8a) – (8c) has the following compact
characterization for all r ≥ 1:

xr+1 − xr + Υ−1(ζr+1 − ζr)−Υ−1 (−∇g (xr) +∇g
(
xr−1))

= (W ⊗ IM )xr − 1

2
(IMN +W ⊗ IM )xr−1. (11)

In particular, each agent i implements the following iteration

xr+1
i − xri +

1

βi
(ζr+1
i − ζri )− 1

βi

(
−∇gi

(
xri
)

+∇gi
(
xr−1
i

))
=

1∑
j∈Ni ρ̂ij + ωi

( ∑
j∈Ni

ρ̂ijx
r
j + ωix

r
i

)
− 1

2

(
xr−1
i +

1∑
j∈Ni ρ̂ij + ωi

( ∑
j∈Ni

ρ̂ijx
r−1
j + ωix

r−1
i

))
Remark 3.1 If h ≡ 0 (no nonsmooth term), the iteration (10a)–
(10d) can be implemented in a straightforward manner (i.e., in closed-
form). Specifically, at iteration r + 1, each node i updates xi and
{zij , δij | ∀ j ∈ N r+1

i }. As long as node i can communicate with
its neighbors, these updates can be easily performed. When h is
present, it can be shown that the iteration (11) is equivalent to

xr+1
i = proxβihi

(
− 1

βi
∇gi(xri ) + Ŵix

r +

r∑
t=1

(Ŵi − W̃i)x
t−1).

where Ŵi and W̃i are respectively the ith block-column of

Ŵ := W ⊗ IM , W̃ :=
1

2
(IMN +W ⊗ IM ), (12)

and W is given in (9); proxβihi is the usual proximity operator.

4. CONVERGENCE RATE ANALYSIS
4.1. Convergence Analysis
We begin analyzing the (rate of) convergence of the proposed meth-
ods. Our main results are summarized in the following table. The
proofs of various results can be found in [24].

Table 1. Main Convergence Results.
Algorithm Conv. Condition Conv. Rate

Network/Gradient

Static/Exact Ω + 1
2
M+(Ξ⊗ IM )MT

+ � P̃ /2 O(1/r)

Static/Inexact Ω + 1
2
M+(Ξ⊗ IM )MT

+ � P̃ O(1/
√
r)

Random/Exact Ω � P̃ /2 O(1/r)

Random/Inexact Ω � P̃ O(1/
√
r)

Due to its relative simplicity, we first analyze Algorithm 2 in
which the exact gradient is available and the network is static.

Theorem 4.1 Suppose problem (3) has a nonempty optimal solution
set. Let Gr = G for all r, where G is connected. Then Algorithm 2
converges to a primal-dual optimal solution of problem (P) if

2Ω +M+(Ξ⊗ IM )MT
+ = ΥW + Υ � P̃ . (13)

where P̃ := diag([P1, · · · , PN ])⊗ IM ∈ RMN×MN .

A sufficient condition for (13) is that 2Ω � P̃ , which is equivalent
to ωi > Pi/2 for all i ∈ V . Comparing with existing convergence
results on proximal-based ADMM such as [25] and [26], our bound
for the penalty parameter ωi is reduced by half. More importantly,
no global information is needed at each agent to verify this condition,
as it is neither related to the network structure nor any information
about the global objective function.

Next we analyze the case where the graph is static and the gra-
dient is stochastic.

Theorem 4.2 Suppose that problem (3) has a nonempty optimal so-
lution set, and the graph is static and connected (with Gr = G for
all r). Assume that dom(h) is a bounded set, i.e., there exists a fi-
nite C > 0 such that dx := sup

x̂, x̃∈dom(h)
‖x̂ − x̃‖ ≤ C. Let

w := [x; z;λ]. Define w̄r+1 := 1
r+1

∑r
t=0 w

t,

dz := sup
x̂, x̃∈dom(h)

√√√√ ∑
ij:eij∈A

2ρij‖x̂i − x̃j‖2,

where {wt} are the iterates generated by Algorithm 1. Suppose that
ηr+1 =

√
r + 1, ∀ r, and the stepsize matrix satisfies

2Ω +M+(IM ⊗ Ξ)MT
+ = ΥW + Υ � 2P̃ . (14)

Then at a given iteration r, we have

E [f(x̄r)− f(x∗)] + ρ‖Ax̄r +Bz̄r‖

≤ σ2

√
r

+
d2
x

2
√
r

+
1

2r

(
d2
z + d2

λ(ρ) + max
i
ωid

2
x

)
where dλ(ρ) := supλ∈Bρ ‖λ− λ

0‖2Γ−1 , Bρ = {λ | ‖λ‖ ≤ ρ}, and
ρ > 0 is any finite constant.
Specializing the above result to the exact gradient case, we can easily
show that Algorithm 2 converges with a faster rate of O(1/r). Fur-
ther we can analyze the convergence of the DySPCA with random
network activation.

4778



Theorem 4.3 Define dx, dz and w̄r+1 as in the statement of Theo-
rem 4.2. Suppose {wt} = {xt, zt, λt} is a sequence generated by
Algorithm 1 (DySPCA), and that

ηr+1 =
√
r + 1, ∀ r, and Ω � P̃ .

Suppose that the graph {Gr} follows Definition 2.1. Then we have

E [f(x̄r)− f(x∗) + ρ‖Ax̄r +Bz̄r‖]

≤ σ2

√
r

+
d2
x

2
√
r

+
1

2r

(
2dJ + d2

z + d2
λ(ρ) + max

i
ωid

2
x

)
where dλ(ρ) := supλ∈Bρ ‖λ− λ

0‖2Γ−1 , Bρ = {λ | ‖λ‖ ≤ ρ}, and
ρ > 0 is any finite constant, and dJ := supλ∈Bρ J(x0, z0, λ) for
some function J(·).

4.2. Connection with Existing Algorithms
We briefly discuss the connection of the proposed DySPCA with a
few existing algorithms; See Table 2 for a summary.

Table 2. Comparison with Different Algorithms with DySPGC.

Algorithm Relation Special Setting

EXTRA Special Case Static, h ≡ 0, W = WT , G̃ = ∇g
DSG Different x-step Static, g smooth, G̃ = ∇g
ICADMM Special Case Static, G̃ = ∇g, g composite
DLM Special Case Static, h ≡ 0, W = WT , G̃ = ∇g

First, one can show that the DySPCA is a generalization of the
EXTRA algorithm [6]. Consider applying Algorithm 2 to problem
(P) with a smooth objective. According to Proposition 3.1, the re-
sulting iterates become (the weight matrices are given in (12))

xr+1 = xr + Υ−1 (∇g(xr−1)−∇g(xr)
)

+ Ŵxr − W̃xr−1

This is precisely the EXTRA algorithm [6], except that here a more
general matrix stepsize Υ−1 is used instead of a scalar stepsize. If
one insists on having a scalar stepsize β = βi = βj > 0, ∀ i, j, then
this implies that the weight matrix W must be symmetric. There are
at least two ways to construct such single scalar stepsize; see [24].
To compare the convergence result in Theorem 4.1 and that of [6,
Theorem 3.3], note that when a single stepsize is used, we have Υ =
βIMN . Therefore a sufficient condition to guarantee the condition
given in Theorem 4.1 is that βλmin (IMN +W ) > maxi Pi. This
is precisely the condition set forth in [6, Theorem 3.3].

Second, we can show that when the problem is smooth (hi ≡ 0),
and the x-step of the PGC algorithm (8a) is replaced by

xr+1= arg min 〈∇g(xr), x− xr〉+
1

2
‖Ax+Bzr‖2Γ +

1

2
‖x− xr‖2Ω

then we recover the DSG iteration (2). Obviously, our convergence
analysis does not work for this variant, as the x-update is no longer
related to the dual variable λ. Nevertheless, the above observa-
tion reveals a fundamental connection between the ADMM-based
method and the classical DSG. We can further show that DySPCA
generalizes the IC-ADMM proposed in [19] and the PG-EXTRA [7].
Due to space limitations we do not further expand our discussion.

5. NUMERICAL RESULTS
We show some preliminary numerical results of the proposed algo-
rithms by solving a LASSO problem

min
x

1
2

∑N
i=1 ‖Aix− bi‖

2 + ν‖x‖1 (15)
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Fig. 1. Top: Comparison of PGC with PG-EXTRA. Bottom: Comparison of SPGC
with distributed SGD

where Ai ∈ RK×M , bi ∈ RK , where the parameters of the problem
are given by: N = 16, M = 100, ν = 0.1, K = 200. Each
data matrix Ai is randomly generated as Ai = Li × Qi where
Li ∼ Uniform[0, 10], and Qi ∈ RK×M whose entries are iid
standard Gaussian random variables; bi = Aic + di where c ∈
RN is a sparse random vector with 0.01 percent of uniformly dis-
tributed non-zero entries; di ∈ RK is a vector of iid zero-mean
Gaussian random variables with standard deviation 0.01. Note that
here Pi = ‖AiATi ‖, ∀ i. Due to space limitation, we only consider
static graphs which are generated according to the method proposed
in [27], with a radius parameter set to 0.4.

In our simulation, we compare Algorithm 2 (PGC) with the PG-
EXTRA [7], and compare the static version of Algorithm 1 (the
stochastic PGC) with the D-SGD [28]. The stepsize for the EXTRA
is chosen according to the sufficient condition suggested in [7], and
the weight matrix W is the Metropolis constant edge weight matrix.
For Algorithm 1 (resp. Algorithm 2), ωi = Pi/2 (resp. ωi = Pi)
and ρij = 10−3 for all i, j. For the D-SGD, the stepsize is set as
10−5. The error of the gradient estimate is σ2 = 0.1. To measure
the progress of different algorithms, we define the following

accuracy = |f(x̄r)−f∗|
f∗ ,where x̄r = 1

N

∑N
i=1 x

r
i ,

consensus error =
∑N
i=1 ‖x

r
i − x̄r‖2.

The performance of different algorithms is shown in Fig. 1. Clearly
the proposed algorithm outperforms both the EXTRA and the D-
SGD. This is expected since compared with the EXTRA, the PGC is
able to use larger and more flexible stepsizes, while it is known that
the D-SGD with constant stepsize does not converge to the global
optimal solution, and D-SGD with diminishing stepsizes has very
slow convergence (without convergence rate guarantee).
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