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ABSTRACT

Sensor mobility and sparse sensor data correlations are exploited in
this work for the problem of tracking multiple targets. Sparse ma-
trix decomposition is integrated with the design of proper kinematic
rules to identify informative sensors, associate them with the targets
and enable them to follow closely the moving targets. The modified
barrier method is employed to minimize proper error covariance ma-
trices obtained by extended Kalman filtering recursions. Distributed
updating recursive rules are obtained enabling only the informative
sensors to update their location, and follow closely the correspond-
ing targets while staying connected. This is to be contrasted with
existing alternatives where all sensors need to move constantly. Nu-
merical tests corroborate that the proposed scheme outperforms ex-
isting alternatives while accurately tracks multiple targets by impos-
ing mobility only on target-informative sensors.

Index Terms— Mobile sensor networks, multi-target tracking,
sparse decomposition, distributed processing

1. INTRODUCTION

Sensor networks find wide applicability due to the low cost of sens-
ing units, the ability to cover large areas and robustness. Further, the
incorporation of mobility in the sensors enables further flexibility,
especially when tracking time-varying and non-stationary targets.
The focus here is in deriving proper kinematic mechanisms along
with association and tracking techniques to allow accurate tracking
of multiple targets. Existing tracking schemes that utilize sensor mo-
bility require all the sensing units in the network to acquire measure-
ments, move and perform tracking [3, 9, 13]. Such approaches are
expected to be resource-consuming despite the fact that the field tar-
gets are localized and affect a small percentage of the available sen-
sors. The goal is to design an algorithmic framework that associates
targets with a few sensors, and then properly determine kinematic
strategies only for the informative sensors which will closely follow
the field targets.

Single target tracking using mobile sensors has been studied for
a wide variety of scenarios [7, 8, 15, 17]. Existing tracking schemes
control the movement of all sensors by minimizing the estimation
error covariance, [15], [3], while [17] manages the sensor mobil-
ity based on a Bayesian estimation model and restricting sensors to
move only on a grid of locations.

In the presence of multiple-targets, the approach in [9] focuses
on moving robotic sensors at fixed locations determined by exhaus-
tive search on a grid of possible coordinates, while there is a need
for a central fusion center to perform the processing. The scheme
in [4], designs a Kalman filtering approach with gradient descent
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based kinematic rules under the assumption that it is known which
targets every sensor observes bypassing in that way the essential
sensor-to-target association step. Further, all sensors need to move
at every time instant making the approach resource-demanding.

Exploiting statistical correlation between sensor measurements
that sense the same target, sensor-to-target association is achieved
via the sparse matrix decomposition scheme in [10, 11] originally
designed for stationary (immobile) sensors. This sparsity-based ap-
proach is extended here to mobile sensors by integrating it with
proper sensor kinematic strategies and tracking techniques. The
modified barrier method [2, pg. 423] is employed to obtain dis-
tributed kinematic rules by minimizing proper error covariance ma-
trices obtained by extended Kalman filtering recursions. In contrast
to existing approaches, the novel framework identifies and controls
the movement only of target-informative sensors allowing for accu-
rate tracking.

2. PROBLEM STATEMENT

An ad hoc sensor network conformed with p mobile sensors is con-
sidered here. The sensors monitor a field where an unknown and
possibly time-varying number of moving targets is present. Each
sensor communicates only with its neighboring sensors which are
within its communication range and are able to exchange informa-
tion via single-hop communications.

Each target, say the ρth is characterized by a 4 × 1 state vector
which contains both its position and velocity information, namely
pρ(t) = [pρ,x(t), pρ,y(t)]T and vρ(t) = [vρ,x(t), vρ,y(t)]T . At
discrete-time t = 0, 1, 2, . . . the state vector can be written as:
sρ(t) = [pTρ (t)vTρ (t)]T , while it evolves according to the following
constant velocity model, see e.g., [1]:

sρ(t+ 1) = Fsρ(t) + uρ(t), (1)

where F is the 4× 4 state transition matrix and uρ(t) the zero mean
Gaussian state noise with variance Σu. Matrices F and Σu for the
constant velocity model are given as follows:

F =

 1 0 ∆T 0
0 1 0 ∆T
0 0 1 0
0 0 0 1

 ,Σu = σ2
u

[
(δT )3

3
· I2 (δT )2

2
· I2

(δT )2

2
· I2 δT · I2

]

where σ2
u is the noise variance and I2 is the identity matrix of size

2× 2, while δT denotes the sampling period.
Sensor j, senses the moving targets, by acquiring at time t a

scalar measurement depending on the target location according to
the following nonlinear model:

xj(t) =
∑R

ρ=1
aρ(t)d

−2
j,ρ(t) + wj(t), j = 1, . . . , p, (2)
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where aρ(t) denotes the intensity of signal emitted from the ρth tar-
get, and dj,ρ(t) = ‖pj(t) − pρ(t)‖ is the distance between sensor
j, located at pj(t), and the ρth target at time t. The total number
of targets which move in the field throughout the lifespan of the SN
is indicated as R, and wj(t) denotes the white sensing noise with
variance σ2

w. In the measurement model in (2), it is assumed that
targets act as transmitters and the signals emitted from the targets
propagate via free space and are superimposed [5]. Among the sum-
mands in (2), one of them is assumed to be relatively stronger than
the rest. This corresponds to a setting where almost one target is
present within the sensing range of a sensor. The signal amplitudes
aρ(t) are assumed to be uncorrelated for different targets.

Stacking all the sensor measurements in (2) on an p × 1 vector
it follows:

xt = Dtat + wt, where at := [a1(t) a2(t) . . . aR(t)]T , (3)

while Dt is a p × R matrix with entries Dt(j, ρ) = d−2
j,ρ(t) with

j = 1, . . . , p and ρ = 1, . . . , R. The noise wt has covariance Σw =
σ2
wIp. Given that the entries of at are uncorrelated, it follows readily

that the data covariance matrix is

Σx,t = DtΣaD
T
t + σ2

wIp = D̄tD̄
T
t + σ2

wIp, (4)

where Σa is the diagonal covariance matrix of at, while D̄t :=

DtΣ
1/2
a . Among the R entries in at, there will be r(t) nonzero

entries corresponding to the active targets moving in the sensed field
at t.

The goal is to allow the mobile sensors to track an unknown
number of targets present in the monitored field. Novel target asso-
ciation and sensor mobility strategies will be combined with tracking
techniques to enable sensors to accurately track the different target
trajectories.

3. SENSOR MOBILITY, ASSOCIATION AND TRACKING

3.1. Target-Informative Sensor Selection

Due to the presence of multiple target in the monitored field, the first
goal is to determine sets of sensors, namely Sρ,t, that acquire infor-
mation bearing measurements about the ρth target (association step).
From the observation model in (3), note that the strong-amplitude
entries of the ρ column in Dt, namely {Dt,:ρ}Rρ=1, can reveal the
sensors within subset Sρ,t. Recall that Dt(j, ρ) = d−2

j,ρ(t), thus
when sensor j and target ρ are close in distance then the correspond-
ing entry is expected to have large amplitude, while the further away
they get from each other the smaller the corresponding entry be-
comes. The matrix Dt can be assumed approximately sparse. To
identify the informative sensors for every time step, we resort to
the sparse matrix decomposition method in [11]. First the data co-
variance matrix Σx,t is estimated in real-time using exponentially-
weighted averaging

Σ̂x,t =
1− γ

1− γt+1

∑t
τ=0 γ

t−τ (xτ − x̄t)(xτ − x̄t)
T , (5)

where γ ∈ (0, 1) denotes a forgetting factor and

x̄t = (1− γ)(1− γt+1)−1∑t
τ=0 γ

t−τxτ ,

is an estimate for the expectation. Then, the sparse columns of D̄t,
namely {D̂t,:ρ}r̂(t)ρ=1, at time instant t are estimated by minimizing

the following norm-one/norm-two regularized formulation:(
M̂t, {σ̂j}mj=1

)
:= arg min

Mt,{σj}mj=1

‖E�
(
Σ̂x,t −MtM

T
t (6)

−diag(σ2
1,t, . . . , σ

2
m,t)

)
‖2F +

L∑
`=1

(λ`‖Mt,:`‖1 + φ‖Mt,:`‖2) ,

where � denotes the Hadamard operator (entry-wise matrix prod-
uct), E the sensor network adjacency matrix, while σ2

j is the sensing
noise variance estimate at sensor j, and L is an upper bound for the
number of active sensed targets r(t) (L ≥ r(t)) and Mt ∈ Rp×L
contains L columns that estimate the sparse columns of D̄t. Mt,:`

denotes the `th column of Mt. The coefficient λ` denotes the non-
negative sparsity-controlling coefficient used to adjust the number
of zeros in M̂t,:`, see e.g., [16]. The coefficient φ ≥ 0 in the last
term of (6) promotes group sparsity among rows [14], this is done
to zero-out unnecessary columns in M̂t when the number of active
targets in the field is smaller than R. The cost in (6) is minimized
by an iterative distributed minimization scheme based on coordinate
descent [2, 12], where sensor j is responsible for updating the jth
row of Mt, namely Mt,j: and variance σ2

j . Details can be found
in [10, 11] where stationary (immobile) sensor networks are consid-
ered.

3.2. Tracking

The target-informative sensor subsets Sρ`,t for ` = 1, . . . , r̂(t),
where r̂(t) corresponds to an estimate of the number of targets
at time instant t obtained from the number of nonzero columns of
M̂t := M̂K

t at t after applyingK coordinate cycles in (6). Extended
Kalman filtering is employed to process the nonlinear observations
and track each target’s location using the observations of the cor-
responding set Sρ`,t. The target state estimator and corresponding
error covariance matrix, obtained by the extended Kalman filter
using the observations in Sρ`,t for target ρ` are denoted by ŝρ`(t|t)
and Mρ`(t|t), respectively. The prediction state, see e.g. [1, 6],
involves the following updating recursions for the state estimator
and covariance at time instant t

ŝρ`(t+ 1|t) = Fŝρ`(t|t), M̂ρ`(t+ 1|t) = FM̂ρ`(t|t)F
T + Σu.

(7)
The measurements of the sensors within set Sρ`,t will then be used
to carry out the correction step of the extended Kalman filter which
involves the following update recursions

ŝρ`(t+ 1|t+ 1) = ŝρ`(t+ 1|t) (8)

+ Kρ`(t+ 1) · [x(t+ 1)− aρ(t)D̂Sρ`,t ]
Mρ`(t+ 1|t+ 1) = Mρ`(t+ 1|t)

+ DT
∇,ρ` · σ

2
wI|Sρ`,t| ·D∇,ρ` , (9)

for ` = 1, . . . , r̂(t) while the matrix Kρ`(t+ 1) corresponds to the
Kalman gain given as

Kρ`(t+ 1) = Mρ`(t+ 1|t+ 1) ·D∇,ρ` · σ
2
wI|Sρ`,t| (10)

where D̂Sρ`,t is a |Sρ`,t| × 1 vector whose entries are given by
{||pj(t) − p̂ρ`(t + 1|t)||−2}j∈Sρ`,t , in which p̂ρ`(t + 1|t) is the
ρ`-th target position extracted from the state prediction ŝρ`(t+ 1|t),
and D∇,ρ` is the |Sρ`,t|×4 matrix whose rows constitute of the gra-
dient ∇Dt(j, ρ`) with respect to the state vector sρ` and evaluated
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at ŝρ`(t+ 1|t) for j ∈ Sρ`,t. Within each informative subset of sen-
sors Sρ`,t, the sensor closest in distance to the predicted position of
the ρ`-th target, namely ŝρ`(t+ 1|t), is set as the subset head sensor
that will gather the measurements of all other sensors in Sρ`,t and
perform the EKF tracking recursions.

3.3. Informative Sensors’ Kinematic Strategy

Kinematic rules are derived here for the informative sensors selected
in Sec. 3.1 in order to follow closely the moving targets and give
accurate position estimates. Having a few sensors moving allows
tracking of the targets even when they move away from the original
field being monitored by the sensors. Toward this end, the infor-
mative sensors in each subset Sρ` will be placed/move in locations
that minimize the trace of the predicted error covariance associated
with the estimator ŝρ`(t + 1|t). This will ensure that the informa-
tive sensors associated with each target move to a location that will
provide measurements that result good tracking accuracy. Existing
kinematic strategies require all sensors to move [8, 15, 17]. In con-
trast, here kinematic strategies are derived in the presence of multiple
sensors, while a judiciously selected small percentage of informative
sensors will be moving potentially reducing resource consumption.

In detail, the position of sensor j ∈ Sρ`,t at time instant t + 1
is determined by minimizing the covariance in (8) which results i.e.,
the new location pj(t+ 1) is found as

arg min
4

([pj,x − p̂ρ`,x(t+ 1|t)]2 + [pj,y − p̂ρ`,y(t+ 1|t)]2)3

s. to ‖pj − p̂ρ`(t+ 1|t)‖22 < R2
j (11)

where minimization is performed with respect to (wrt) pj :=
[pj,x,pj,y]T . Note that the inequality constraint in (11) ensures
that the new location of the moving sensors j ∈ Sρ` will be within
distance Rj from the latest target location estimate p̂ρ`(t + 1|t).
This inequality further ensures that all sensors in Sρ` i) will move to
new locations which are ‘close’ to the target; and ii) will be within
distance

√
2Rj from each other which can ensure connectivity as

long as the communication range is sufficiently high.
The modified barrier method (MBM) is utilized [2, pg. 423] to

allow every sensor j ∈ Sρ` to solve (11) and determine its next loca-
tion. To this end, let f(pj) denote the cost in (11) and g(pj) denote
the left hand side function of the inequality constraint in (11). MBM
involves an iterative application of the following unconstrained min-
imization problem (where κ denotes the iteration index within time
instant t+ 1):

pκj (t+ 1) = arg min
pj
{f(pj) + µκ(cκ)−1φ[cκg(pj)]}, (12)

where the barrier function φ[τ ] is chosen as φ(τ) = −ln(1−τ) and
the Lagrange multiplier-like scalar µκ is updated as

µκ+1 =
µκ

1− cκg(pκj (t+ 1))
, (13)

while cκ is a penalty parameter associated with the inequality con-
straint in (11) that is updated according to the recursion cκ = ωκ

µκ
,

where {ωκ} is a positive monotonically increasing scalar sequence
[2].

Further, letting F (pj) := f(pj) + µκ(cκ)−1φ[cκg(pj)] the
coordinates of the new sensor location pj(t+ 1) are updated during
MBM iteration κ + 1 according to the following gradient descent
way

pκ+1
j (t+ 1) = pκj (t+ 1)− Γ · ∇pjF (pj)

∣∣∣pκj (t+1) (14)

where Γ is a step-size and∇pjF (pj)
∣∣∣pκj (t+1) denotes the gradient

of F (pj) wrt pj and evaluated at point pκj (t + 1). During time
instant t + 1 sensors j ∈ Sρ`,t will keep updating their location
until the difference between the cost function in (11) evaluated at
two consecutive updating steps κ, κ + 1 drops below a predefined
threshold ε. Each sensor in j ∈ Sρ`,t, determines its new location
using the MBM scheme. Sensors in Sρ`,t check their distances and
if they are located too close they subtly adjust their coordinates to
avoid collision when moving. Sensor j ∈ Sρ`,t updates its location
pj(t+1) while the remaining sensors in Sρ`,t are stationary and are
waiting for their turn in a coordinate fashion.

3.4. Algorithmic Summary

During the start-up stage, fast sampling is used to acquire Q mea-
surements which allows to assume that the initial number of targets
r(0) are essentially immobile. By utilizing the Q acquired data, the
subsets of target-informative sensors {Sρ`,0} are initialized, where
` = 1, . . . , r̂(0) and r̂(0) is the estimated number of r(0) sensed
targets at time t = 0. One sensor within each Sρ`,0 will be ran-
domly selected as the head sensor, which will collect the measure-
ments xj(0) and their positions pj(0) from all the other sensors
j ∈ Sρ`,0. Each head sensor Cρ`,0 averages the positions of the
informative sensors in subset Sρ`,0 to be the initial estimate of the
corresponding target ρ` which along with the measurements xj(0),
for j ∈ Sρ`,0 are utilized to initialize the recursions of the extended
Kalman filtering carrying out the target tracking in Sec. 3.2.

At time t, every head sensor Cρ`,t has available the state esti-
mate for target ρ`, namely ŝρ`(t|t), obtained via the EKF recursions
in Sec. 3.2. Then, a group of ’candidate informative’ sensors for tar-
get ρ`, denoted as Jρ`,t is formed at t. This set is formed by having
the head sensor transmit the estimated state ŝρ`(t|t) to its single-hop
neighboring sensors which will also transmit the same information
to their own neighbors. Every sensor j who receives ŝρ`(t|t), from
a neighboring sensor, subsequently forwards this estimate only to
those sensors j′ ∈ Nj whose current location is within radius Rs
from the estimated target location, i.e., ‖pj′(t)− p̂ρ`(t|t)‖2 ≤ Rs.
Radius Rs can be selected sufficiently large such that all ρ`-target
informative sensors to be incorporated in subset Jρ`,t. The subset
Jρ`,t by construction is connected.

Since not all sensors within the candidate subsets Jρ`,t maybe
informative, the scheme in Sec. 3.1 is employed among the sensors
in Jρ`,t to find out the target-informative sensor subset Sρ`,t+1 ⊆
Jρ`,t for all targets. Rather than running the target-sensor associa-
tion scheme in Sec. 3.1 in the whole sensor network, it is performed
independently in the different sensor subsets Jρ`,t associated with
each target leading to much less computational and communication
complexity.

Once the subsets Sρ`,t+1 are determined, the head sensor in each
of these subsets is designated as the sensor whose distance is the
closest to the estimated position of the corresponding target ρ`. The
head sensorCρ`,t+1 collects the sensor measurement xj(t+1) from
j ∈ Sρ`,t+1 to carry out the extended Kalman filtering recursions at
time instant t + 1 as outlined in Sec. 3.2. Then, the procedure in
Sec. 3.3 is employed to enable all sensors in Sρ`,t+1 to determine
and move to their new locations pj(t+ 1). The head sensor Cρ`,t+1

forwards the latest state estimate ŝρ`(t + 1|t + 1) to its single-hop
neighbors and repeats the process described earlier to update the sub-
sets of candidate informative sensors Jρ`,t+1.

The kinematic strategy implemented at each sensor in Sec. 3.3
is fully distributed since each sensor requires knowledge only of its
location and the estimated target position obtained from the head
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sensor of Sρ`,t+1. In the same way connectivity of the candidate
informative subsets Jρ`,t+1 is ensured by construction irrespective
of the sensor movement, allowing the sensor-to-target association
scheme in Sec. 3.1 to be applied and determine the informative sen-
sors.

4. NUMERICAL TESTS

The tracking performance of the novel scheme is tested in a network
of p = 80 sensors, which are deployed randomly in the region of
[0, 15] × [0, 15]m2 field. The radius Rs to determine the candidate
informative subset Jρ`,t+1 is set to be Rs = 5. The threshold Rj
which controls the distance between the estimated targets’ location
and the mobile sensors is set as Rj = 3. The state noise variance is
set as σ2

u = 0.08, while the observation noise variance is selected as
σ2
w = 0.08 and corresponds to a sensing SNR of 11dB.

The tracking root-mean square error (RMSE) achieved by our
novel mobile-sensor based tracking scheme is compared with the
one attained by existing related tracking schemes that also employ
mobile sensors [17] and [13]. The comparison will be done using
one target since the aforementioned existing approaches can handle
one target. The target is initialized at location [5, 7] and set to be
moving with velocities of 0.4 and 0.13]m/s along the x and y axis,
respectively. The tracking process is carried out for a total duration
of 30s. Fig. 1 depicts the logarithm of the tracking RMSE (for bet-
ter display) of i) the novel approach proposed here; ii) the tracking
scheme in [17]; and iii) the tracking approach in [13]. As depicted in
Fig. 1, our tracking scheme exhibits the lowest tracking RMSE. The
approach in [17] attains the worst performance since the sensors can
only move on a grid which reduces accuracy. The scheme in [13]
performs worse than our approach since it does not have an informa-
tive sensor selection scheme, and as a result all sensors have to move
and participate in tracking which may reduce accuracy especially
when noisy sensors are used in the tracking process.
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Fig. 1. RMSE versus time when tracking a single target.

The proposed tracking scheme is tested next in a setting with
two targets where one of targets splits into two targets at a certain
time. The estimated targets’ trajectories as well as the moving sen-
sors trajectories are studied in Fig. 2. The two targets ρ = 1, 2 start

moving at positions [1.5, 11.5], [5, 7] (denoted by the blue stars), and
follow the dynamics in (1), with velocities of [0.15, 0.1]m/s and
[0.4, 0.13]m/s along the x-axis and y-axis respectively. After 30s,
the first target stops moving while the second targets splits into two
separate objects denoted as targets ρ = 3, 4. Target ρ = 3 contin-
ues to move according to the dynamics of target ρ = 2, while target
ρ = 4 moves with velocities vx = −0.4m/s and vy = 0.8m/s
along the x-axis and y-axis. The two new targets move during the
time interval [31, 40]s, while the splitting point is indicated by the
green star in Fig. 2. The target trajectories in Fig. 2 are depicted by
blue dashed lines for the time interval [1, 30]s, and by blue crossed
lines after t = 30s). The estimated trajectories obtained using our
novel tracking scheme are depicted using red lines. The estimated
trajectories using immobile sensors are depicted via violet colored
lines. The black dashed lines correspond to some of the mobile sen-
sors’ trajectories using the kinematic rules in Sec. 3.3, while the
red crosses indicate the mobile sensors’ starting location. Note that
when sensors cannot move (immobile), the violet trajectories indi-
cate that i) at t = 30 the split of targets can not be followed; and ii)
target ρ = 1 cannot be tracked after a while since the target is mov-
ing away from the stationary sensors. This is not the case when mo-
bile sensors are employed using the kinematic rules in Sec. 3.3 that
enable the moving sensors to follow closely the targets as depicted
by the black dashed sensor trajectories. Thus, the corresponding blue
estimated trajectories provide accurate trajectories estimates for the
multiple targets present in the field.

0 2 4 6 8 10 12 14 16 18 20
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y

Sensor network at t=41s

Fig. 2. Tracking multiple objects using mobile sensors.

5. CONCLUSIONS

A novel framework combining sparse decompositions with proper
kinematic rules allow mobile sensors to track multiple targets. Af-
ter associating sensors to targets via a sparsity-based minimization
framework, optimal kinematic rules are obtained by minimizing the
covariances of parallel extended Kalman filters that track multiple
targets using only informative sensors. Numerical tests in multi-
sensor networks, corroborate that our novel scheme outperforms re-
lated approaches and accurately tracks multiple targets having a few
sensors closely following them.
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