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ABSTRACT

Consider a network that consists of one multi-antenna base station
(BS) and multiple pairs of multi-antenna user equipments (UEs). In
each UE pair, the communication between transmitter and receiver
is established either through BS or via device-to-device (D2D) link.
All the D2D transmission and the uplink transmission of BS relaying
share the same resources, while causing interference to each other.
To improve the network throughput, we consider a sum-rate max-
imization problem by jointly optimizing the transmission mode of
each UE pair and the corresponding transceivers. Due to the NP-
hardness of the problem, we seek for some efficient approximate
solutions to it. To this end, we first reformulate the problem by the
weighted MMSE (WMMSE) approach, and then fit it into the alter-
nating direction method of multipliers (ADMM) framework. Final-
ly, an efficient distributed algorithm, which converges to a stationary
solution, is developed. In particular, each step of the algorithm can
be computed in closed form, thus giving it very low complexity.

Index Terms— Device-to-device activation, transceiver design,
sum-rate, MIMO interfering channel, alternating direction method

1. INTRODUCTION

As a promising technology in future wireless networks, device-to-
device (D2D) communication can considerably improve the network
throughput, power efficiency and reliability [1]. However, many crit-
ical challenges such as D2D mode switch and interference manage-
ment arise at the same time to achieve these potential benefits [2].
That is, we should properly activate the D2D transmission for some
users and carefully design the transceivers.

So far, a variety of schemes have been proposed to manage D2D
communications. Most early works consider the D2D mode switch
and power control problems in SISO networks consisting of one cel-
lular user and one pair of D2D users [3, 4]. They usually choose the
best transmission mode and power allocation by exhaustive search.
In multi-user networks, more advanced techniques such as game the-
ory [5], graph theory [6], and nonlinear optimization [7] are adopted
to help select the D2D communication mode and mitigate the inter-
ference. These problems are challenging mixed-integer programs in
general, and thus many heuristic algorithms [7, 8] are proposed to
reduce the complexity. Although their performances have been vali-
dated by simulations, there is still a lack of theoretic support to these
heuristic methods. As far as the D2D MIMO transmission is con-
cerned, beamforming is integrated for further performance improve-
ment. Many works employ zero-forcing (ZF) beamforming to avoid
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interference between cellular users and D2D users [9, 10]. In [11], a
more complicated scheme is proposed where the transceivers for one
cellular user and one D2D pair are jointly designed. It outperforms
the ZF strategy, but does not consider the D2D mode switch.

In this paper, we consider a network consisting of one base s-
tation (BS) and multiple pairs of user equipments (UEs), where the
BS and UEs are all equipped with multiple antennas. Each UE pair
includes one transmitter (UE T) and one receiver (UE R). Informa-
tion is forwarded from UE Ts to their UE Rs either through BS or
over D2D link. We assume the interfering channel (IC) model and
the D2D transmission reuses the uplink resources of BS relaying. In
this scenario, we aim at maximizing the network throughput by joint
D2D transmission activation and linear transceivers design.

Unfortunately, this problem is NP-hard and thus we turn to find-
ing some efficient approximate solutions. Specifically, we first apply
the weighted MMSE (WMMSE) reformulation [12, 13] to our prob-
lem such that it can be solved via alternating optimization. Consider-
ing that a distributed algorithm is preferred for multi-user networks,
we further fit the problem into the framework of alternating direction
method of multipliers (ADMM) [14,15] and develop a distributed al-
gorithm finally. With each step being computed in closed form, the
algorithm is highly efficient and converges to a stationary solution.

2. SYSTEM MODEL AND PROBLEM STATEMENT

Consider a network consisting of one BS andM UE pairs (one UE T
and one UE R). The BS is equipped with Nb antennas, and each UE
with Nu antennas. The UE Ts transmit data to their UE Rs in either
BS relaying mode or D2D mode. Specifically, in BS relaying mode,
the BS employs a decode-and-forward strategy [15] in data relaying.
We assume the D2D communication shares the uplink resources of
BS relaying. When the D2D transmission of some UE pair is activat-
ed, the UE R switches to the uplink timeslot and/or frequency band
to receive data from UE T directly.

Define Gb,m ∈ CNb×Nu and Hm,b ∈ CNu×Nb as the orthog-
onal uplink and downlink channels between UE pair m and BS, re-
spectively; Fm,n ∈ CNu×Nu as the D2D channel between UE Tn
and UE Rm for m,n = 1, 2, · · · ,M . Let vm ∈ CNu×1 denote
the transmit beamformer of UE Tm; ub,m and ud,m ∈ CNu×1 de-
note the receive beamformers of UE Rm in BS relaying mode and
D2D mode, respectively. Let xm and zm ∈ CNb×1 denote the re-
ceive and transmit beamformers of BS for UE Tm and UE Rm, re-
spectively. Let pm denote the transmit power budget of UE Tm for
m = 1, 2, · · · ,M , and Pb is the total power budget of BS. Define
σ2 as the power of noise at BS and UE Rs.

In D2D mode, the rate of UE pair m can be written as

Rd,m = log

[
1 +

|uH
d,mFm,mvm|2∑

n 6=m |uH
d,mFm,nvn|2 + σ2‖ud,m‖22

]
(1)
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where (·)H denotes the conjugate transpose. Similarly, in BS relay-
ing mode, the uplink and downlink rates of UE pair m are

Rul
b,m = log

[
1 +

|xH
mGb,mvm|2∑

n 6=m |xH
mGb,nvn|2 + σ2‖xm‖22

]
(2)

Rdl
b,m = log

[
1 +

|uH
b,mHm,bzm|2∑

n 6=m |uH
b,mHn,bzn|2 + σ2‖ub,m‖22

]
(3)

We further define anM×1 binary vector d = [d1, d2, · · · , dM ]T

to indicate the communication modes of the UE pairs. UE pair m
works in D2D mode if dm = 1, and in BS relaying mode if dm = 0.
The achievable rate of UE pair m can thus be expressed as

Rm = dmRd,m + (1− dm)min{Rul
b,m, R

dl
b,m}, ∀m (4)

Remark 1 To simplify the problem formulation, we assume that the
D2D pairs keep idle during the BS downlink transmission. The full
time D2D problem will be discussed in the journal version.

Since the links between UEs are not connected to BS, obtaining
Fm,n’s is relatively difficult and requires heavy backhaul overhead.
To alleviate the network overhead, we further consider limiting the
number of active D2D pairs from the sparse optimization perspec-
tive. Now our sum-rate maximization problem is described as

max
{U,V,X,Z,d}

∑M

m=1
Rm − λ‖d‖0 (P1)

s.t.
∑M

m=1
‖zm‖22 ≤ Pb, ‖vm‖22 ≤ pm, ∀m (5)

dm ∈ {0, 1}, ∀m (6)

where U, V, X and Z are the collections of {ud,m,ub,m}Mm=1,
{vm}Mm=1, {xm}Mm=1 and {zm}Mm=1, respectively; λ > 0 is the
tunable factor to control the number of active D2D pairs.
Remark 2 Note in Rdl

b,m, we assume that the BS transmits data to all
the UE Rs. If UE Rm receives data via D2D link, i.e., dm = 1, then
zm will automatically be optimized to zero to reduce its interference
to other UE Rs and thus improve the throughput.

3. PROBLEM REFORMULATION AND ALGORITHM

It is well known that the sum-rate problem in MU-MIMO networks
is NP-hard [16]. In our formulation, the additional binary variables
dm’s further complicate the problem, rendering (P1) more challeng-
ing to solve. As a compromise, we try to find some efficient approx-
imate solutions to it. To this end, we first relax dm as a continuous
variable 0 ≤ dm ≤ 1, and approximate the l0-norm by l1-norm.

We next deal with the complicatedRm terms. Noticing the func-
tion h(ω, ν) = ω2ν−1 is convex for ν > 0 [17], we introduce aux-
iliary variables {td,m, tb,m}Mm=1, and then (P1) is reformulated as

max
{U,V,X,Z,d,t}

∑M

m=1

(
t2d,m + t2b,m − λ|dm|

)
(P2)

s.t. (5)
0 ≤ dm ≤ 1, ∀m (7)

Rd,m ≥
t2d,m
dm + ε

, ∀m (8)

min{Rul
b,m, R

dl
b,m} ≥

t2b,m
1− dm + ε

, ∀m (9)

where t is the collection of {td,m, tb,m}Mm=1; ε is a small positive
number used to handle the numerical problems of zero denominator.

We further utilize the WMMSE technique [12,13] to reformulate
the log(·) terms in Rm, and (P2) can be approximated by

max
{U,V,X,Z,W,d,t}

∑M

m=1

(
t2d,m + t2b,m − λ|dm|

)
(P3)

s.t. (5) and (7)

log(wd,m)− wd,med,m + 1 ≥
t2d,m
dm + ε

, ∀m (10)

log(wul
b,m)− wul

b,me
ul
b,m + 1 ≥

t2b,m
1− dm + ε

, ∀m (11)

log(wdl
b,m)− wdl

b,me
dl
b,m + 1 ≥

t2b,m
1− dm + ε

, ∀m (12)

where {ed,m, eulb,m, edlb,m} are the MSE values [12] of UE pair m in
D2D link, BS relaying uplink and BS relaying downlink, respective-
ly; W is the collection of weight factors {wd,m, w

ul
b,m, w

dl
b,m}Mm=1.

Next, we develop an iterative algorithm for (P3). Instead of di-
rectly maximizing the non-concave objective of (t2d,m + t2b,m), we
solve sequential concave approximations by exploiting the idea of
difference-of-convex (DC) programming [18]. Specifically, in each
DC programming iteration, we solve the problem

min
{U,V,X,Z,W,d,t}

objDC (P4)

s.t. objDC =
∑M

m=1
(λ|dm| − 2t̂d,mtd,m − 2t̂b,mtb,m)

(5), (7), (10), (11) and (12)

where t̂d,m and t̂b,m are the iterates of td,m and tb,m in the previous
iteration, respectively.

Applying the alternating optimization framework of WMMSE,
(P3) can be solved by Algorithm-1 given in Table 1.

Table 1: Algorithm-1 Summary
1) Initialize {td,m, tb,m};
2) Repeat (outer loop)
3) {t̂d,m, t̂b,m} ← {td,m, tb,m}, ∀m;
4) Initialize vm’s;
5) Repeat (inner loop)
6) ud,m ← (

∑
n Fm,nvnvH

n FH
m,n + σ2I)−1Fm,mvm;

7) xm ← (
∑

n Gb,nvnvH
n GH

b,n + σ2I)−1Gb,mvm;
8) ub,m ← (

∑
n Hn,bznzH

n HH
n,b + σ2I)−1Hm,bzm;

9) wd,m ← (1− uH
d,mFm,mvm)−1;

10) wul
b,m ← (1− xH

mGb,mvm)−1;
11) wdl

b,m ← (1− uH
b,mHm,bzm)−1;

12) {V,Z,d, t} ← argmin{V,Z,d,t} objDC

s.t. (5), (7), (10), (11), (12);
13) Until {U,V,X,Z,W,d, t} converges;
14) Until ‖t− t̂‖2 < some given threshold;
15) Quantize {dm} to identify the UEs’ transmission modes;

Proposition 1 Every accumulation point of the iterates generated
by Algorithm-1 is a stationary solution of the problem (P2).

Proof: Here we just outline the proof due to the space limitation.
First, we show the sequence of {U,V,X,Z,d, t}, generated

by the WMMSE iterations in the inner loop, converges to a station-
ary solution of (P4). This can be established by checking the KKT
conditions of (P4) at any limit point of {U,V,X,Z,d, t}. Second,
we show the outer loop produces non-decreasing objective values of
(P3). Since the feasible set is compact and continuous, we conclude
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the convergence of the DC programming iterations. By checking the
KKT conditions at the limit points of the outer loop, we claim that
Algorithm-1 converges to a stationary point of (P3). Lastly, based
on the properties of WMMSE [12,13], we know the stationary point
of (P3) is also a stationary point of (P2). �

Except for step 12), Algorithm-1 can be implemented distribu-
tively. In the next section, we further develop a distributed algorithm
for step 12) by fitting it into the ADMM framework.

4. DISTRIBUTED ALGORITHM BASED ON ADMM

To decouple vm’s and zm’s inRd,m’s,Rul
b,m’s andRdl

b,m’s, we intro-
duce 2M copies of {vm}Mm=1 and M copies of {zm}Mm=1. Specif-
ically, we introduce qd

m,n = vm, qb
m,n = vm and ym,n = zm for

m,n = 1, 2, · · · ,M .
We next introduce two series of auxiliary indicators, i.e., sd,m =

dm + ε and sb,m = 1− dm + ε, m = 1, 2, · · · ,M .
We further introduce three series of intermediate variables, i.e.,

rd,m = ad,m, rulb,m = ab,m and rdlb,m = ab,m, m = 1, 2, · · · ,M .
Updating {V,Z,d, t} in step 12) is then equivalent to solving

the following problem

min
{V,Z,d,t,Q,Y,s,r,a}

M∑
m=1

(λ|dm| − 2t̂d,mtd,m − 2t̂b,mtb,m) (P5)

s.t. (5) and (7),

log(wd,m)− wd,med,m(Qd
m) + 1 ≥ rd,m, ∀m (13)

log(wul
b,m)− wul

b,me
ul
b,m(Qb

m) + 1 ≥ rulb,m, ∀m (14)

log(wdl
b,m)− wdl

b,me
dl
b,m(Ym) + 1 ≥ rdlb,m, ∀m (15)

ad,m ≥ t2d,ms−1
d,m, sd,m ≥ ε, ∀m (16)

ab,m ≥ t2b,ms−1
b,m, sb,m ≥ ε, ∀m (17)

qd
m,n = vm, qb

m,n = vm, ym,n = zm, ∀m,n

rd,m = ad,m, r
ul
b,m = ab,m, r

dl
b,m = ab,m, ∀m

sd,m = dm + ε, sb,m = 1− dm + ε, ∀m

where Qd
m is the collection of {qd

l,m}Ml=1; similarly, Qb
m, Ym, s, r

and a are the collections of respective variables.
The partial augmented Lagrangian function [14] of (P5) can be

defined as (18), where c > 0 is the penalty factor, and Φ,Ψ,θ, τ
and κ are the associated Lagrangian multipliers. Dividing the vari-
ables {V,Z,d, t,Q,Y, s, r,a} into two blocks of {V,Z, t, s,a}
and {Q,Y, r,d}, we can apply the ADMM framework [14] in Ta-
ble 2 to solve (P5) iteratively.

In ADMM framework, (P5) is divided into two simple problems,
i.e. updating {V,Z, t, s,a} and updating {Q,Y, r,d}. Moreover,

Table 2: ADMM framework for solving (P5)
Repeat

Update {V,Z, t, s,a} with other variables fixed
{V,Z, t, s,a} ← argmin{V,Z,t,s,a} Lc(·)

s.t. (5), (16) and (17)
Update {Q,Y, r,d} with other variables fixed
{Q,Y, r,d} ← argmin{Q,Y,r,d} Lc(·)

s.t. (7), (13), (14) and (15)
Update Lagrangian variables Φ,Ψ,θ, τ and κ

Until the iterations converge

these two problems can be further separated into smaller and sim-
pler problems. For instance, updating {V,Z, t, s,a} can be divided
into (3M + 1) smaller problems, which update {vm}Mm=1, {Z},
{ad,m, td,m, sd,m}Mm=1 and {ab,m, tb,m, sb,m}Mm=1, respectively;
updating {Q,Y, r,d} can be divided into 4M smaller problems,
which update {Qd

m, rd,m}Mm=1, {Qb
m, r

ul
b,m}Mm=1, {Ym, r

dl
b,m}Mm=1

and {dm}Mm=1, respectively. More interestingly, these smaller prob-
lems can all be calculated with closed-form solutions.

4.1. Updating {V,Z, t, s,a}

Due to the separable problem structure, we update {vm}Mm=1, {Z},
{ad,m, td,m, sd,m}Mm=1 and {ab,m, tb,m, sb,m}Mm=1 independently.

The problem of vm is a simple convex quadratically constrained
quadratic program (QCQP), and can be solved directly as

vm =

∑M
n=1

[
φd

m,n + φb
m,n + c

(
qb
m,n + qb

m,n

)]
2(cM + αm)

, ∀m (19)

αm =

[
‖ξm‖2
2
√
pm
− cM

]+
, ∀m (20)

ξm =
∑M

n=1
[φd

m,n + φb
m,n + c(qb

m,n + qb
m,n)], ∀m (21)

where αm is the Lagrangian multiplier of ‖vm‖22 ≤ pm, and [ω]+

returns the larger value between 0 and ω.
Similarly, Z is solved as

zm =

∑M
n=1

(
ψm,n + cym,n

)
cM + 2µ

, ∀m (22)

µ =


√∑M

m=1

∥∥∥∑M
n=1

(
ψm,n + cym,n

)∥∥∥2
2

2
√
Pb

− cM

2


+

(23)

where µ is the Lagrangian multiplier of
∑M

m=1 ‖zm‖22 ≤ Pb.

Lc (V,Z,d, t,Q,Y, s, r,a,Φ,Ψ,θ, τ ,κ) =
∑M

m=1

(
λ|dm| − 2t̂d,mtd,m − 2t̂b,mtb,m

)
(18)

+
∑(M,M)

(m,n)=(1,1)

[
Re
(
[φd

m,n]
H(qd

m,n − vm) + [φb
m,n]

H(qb
m,n − vm)

)
+
c

2

(
‖qd

m,n − vm‖22 + ‖qb
m,n − vm‖22

)]
+
∑(M,M)

(m,n)=(1,1)

[
Re
(
ψH

m,n(ym,n − zm)
)
+
c

2
‖ym,n − zm‖22

]
+
∑M

m=1

[
θm(rd,m − ad,m) + τulm (rulb,m − ab,m) + τdlm (rdlb,m − ab,m) +

c

2
[(rd,m − ad,m)2 + (rulb,m − ab,m)2 + (rdlb,m − ab,m)2]

]
+
∑M

m=1

[
κd,m(sd,m − dm − ε) + κb,m(sb,m − 1 + dm − ε) +

c

2
[(sd,m − dm − ε)2 + (sb,m − 1 + dm − ε)2]

]
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For the problem of updating {ad,m, td,m, sd,m}, we explore the
first-order optimality conditions, and then obtain

ad,m = rd,m + c−1(θd,m + βd,m)

sd,m = max{dm + ε+ c−1(t̂2d,mβ
−1
d,m − κd,m), ε}

td,m = t̂d,mβ
−1
d,msd,m

(24)

where βd,m is the Lagrangian multipliers of ad,m ≥ t2d,ms
−1
d,m, and

should be chosen properly to satisfy the KKT complementarity con-
dition. For our specific problem, βd,m can be calculated in closed
form by solving a cubic equation with respect to βd,m. The details
are omitted due to the space limitation.

Updating {ab,m, tb,m, sb,m} is quite similar as (24).

4.2. Updating {Q,Y, r,d}

Due to the separable problem structure, we update {Qd
m, rd,m}Mm=1,

{Qb
m, r

ul
b,m}Mm=1, {Ym, r

dl
b,m}Mm=1 and {dm}Mm=1 independently.

Updating {Qd
m, rd,m} is also a simple QCQP and is solved as

qd
m,m = χd

m,m(cvm − φd
m,m + 2δd,mwd,mFH

m,mud,m)

qd
n,m = χd

n,m(cvn − φd
n,m), ∀n 6= m,

rd,m = ad,m − c−1(θm + δd,m)

χd
m,m = (2δd,mwd,mFH

m,mud,muH
d,mFm,m + cI)−1

χd
n,m = (2δd,mwd,mFH

m,nud,muH
d,mFm,n + cI)−1

(25)

where δd,m is the Lagrangian multiplier of (13), and should be cho-
sen to satisfy the KKT conditions (e.g., by bisection search).

Updating {Qb
m, r

ul
b,m} and {Ym, r

dl
b,m} is quite similar as (25).

Again, we omit the details due to the space limitation.
The problem of dm is a simple quadratic problem (QP) and can

be easily solved as

dm =

[
c+ csd,m − csb,m + κd,m − κb,m − λ

2c

]1
0

, ∀m (26)

where [ · ]10 denotes the projection on the range of [0, 1].

Remark 3 Due to the separable structure of (P5) in ADMM frame-
work, it can be solved distributively.

Remark 4 The complexity of the ADMM algorithm is mainly deter-
mined by updating {Qd

m, rd,m}, {Qb
m, r

ul
b,m} and {Ym, r

dl
b,m}. Its

complexity is about O(M2N2
u + 2M2NuNb), while the complexity

of updating {V,Z,d, t} directly, e.g., by the interior-point method,
is O(M3(Nu + Nb)

3). Obviously, the ADMM algorithm is more
efficient and its efficiency will be further improved if the distributed
implementation and parallel computation can be exploited.

5. NUMERICAL RESULTS AND CONCLUSIONS

Consider a hexagonal cell with the distance between adjacent cor-
ners being 1000m. There are M = 10 UE pairs randomly deployed
in the cell and one BS located in the center. Each UE is equipped
with Nu = 2 antennas, and the BS with Nb = 4 antennas. The
channel model we use is Rayleigh channel with zero mean and vari-
ance Ls(

200
dis

)3, where dis is the distance between two terminals,
and 10 log10(Ls) ∼ N (0, 64). The noise power is σ2 = 1, and
the transmit power budgets of BS and UE Tm are Pb = 3000 and
pm = 100,m = 1, 2, · · · ,M , respectively. The parameter ε is set
to 1e-6 in the following simulations.
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Fig. 1: Typical converging traces of the propose algorithm for λ = 0,
M = 10, Nu = 2, Nb = 4, σ2 = 1, Pb = 3000 and pm = 100.
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Fig. 2: Performance comparison with different BS antenna numbers
for M = 10, Nu = 2, σ2 = 1, Pb = 3000 and pm = 100.

First, the converging curves of the proposed algorithm are shown
in Fig. 1. Typically, the DC programming loop converges in 10 it-
erations; the WMMSE loop converges in 100 iterations; the ADMM
loop converges in 600 iterations, with a stopping criterion (the dif-
ference between ADMM and CVX results) of 1e-4.

Next, we compare the performances of 4 algorithms, i.e., (1) the
proposed distributed algorithm based on WMMSE and ADMM, (2)
the algorithm based on all BS relaying strategy, (3) the algorithm
based on all D2D strategy, and (4) the algorithm based on random
D2D activation which randomly activates the same number of D2D
pairs as that of the proposed algorithm. The results are shown in Fig.
2. The proposed algorithm outperforms the other three algorithms in
sum-rate substantially by performing a network-wise optimization.
As expected, less D2D UE pairs will be activated for larger value of
λ. Moreover, as Nb increases, more UE pairs tend to adopt the BS
relaying mode to benefit from the extra spatial diversity.

In summary, we aim to maximize the network throughput in this
paper via joint D2D transmission activation and transceiver design.
Our scenario is featured by multi-user, MIMO IC and equally priori-
tized D2D transmission and BS relaying. After some approximation
works, we develop an algorithm, based on WMMSE and ADMM, to
find a stationary solution efficiently and distributively. In particular,
each step of the algorithm can be computed in closed form.
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