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ABSTRACT

This paper evaluates the capacity of weighted circularly con-

volved FBMC/OQAM systems. A rigorous mathematical

model is derived to calculate the increase of capacity that can

be obtained thanks to the lattice structure of the modulation

and the exploitation of the intrinsic interference. The numer-

ical results reveal that a signal to noise ratio gain of 2dB is

obtained in one resource block of 12 subcarriers, translating

into a capacity increase of 11% with respect to OFDM, which

nuances some previous results on this topic in the literature.

1. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM), though

spectrally agile and easily implementable, has a poor stop-

band attenuation and suffers from a spectral efficiency degra-

dation, due to the cyclic prefix (CP) transmission [1]. One

alternative to OFDM is the filter bank multicarrier mod-

ulation in conjunction with offset QAM (FBMC/OQAM),

because no CP is needed and subcarrier signals exhibit

good time-frequency localization (TFL) properties [2, 3].

Although FBMC/OQAM can theoretically achieve the max-

imum Nyquist rate, the tails of the pulses yield an overhead

in burst transmission. This disadvantage is counteracted

to some extent by adopting the circular convolution. This

scheme, which is referred to as weighted circularly convolved

FBMC/OQAM (WCC-FBMC/OQAM) [4], preserves the

real-domain orthogonality. Therefore, WCC-FBMC/OQAM

is characterized by the presence of an intrinsic interference.

It is worth mentioning that sometimes the interference can

be exploited, for instance, to improve the estimation of the

channel [5]. Bearing this result in mind, this paper aims to

precisely answer the question: how much can the capacity of

WCC-FBMC/OQAM be increased with respect to OFDM?

It has been shown in [6] that a signal to noise ratio (SNR)
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gain of approximately 3dB can be expected on each subcar-

rier, by treating the interference as useful information. Then,

it becomes evident that the complete utilization of the inter-

ference improves the capacity. Nevertheless, the method ad-

dressed in [6] takes from granted that interference terms re-

ceived on different frequency-time (FT) positions are inde-

pendent, which is not the case in neither FBMC/OQAM nor

WCC-FBMC/OQAM. In order to conduct a thorough and rig-

orous capacity analysis, we derive an analytical model that

takes into account: (i) the correlation of the interference, (ii)

the improperness nature of the symbols, (iii) the lattice struc-

ture and (iv) the overhead in burst transmission. The proposed

method reveals that the information extracted from the inter-

ference yields a maximum SNR gain of 2 dB in one resource

block (RB) of 12 subcarriers, which brings a capacity increase

of 11% with respect to OFDM.

The remaining of this paper is organized as follows: Sec-

tion 2 presents the system model. Next, the analysis of the

capacity is conducted in Section 3. Finally, Section 4 presents

the numerical results and Section 5 draws the conclusions.

2. SYSTEM MODEL

Let us consider a frame-based FBMC/OQAM system with M
occupied subcarriers, where the time domain is divided into

blocks of N symbols. We assume that no overlapping is ob-

served in neither time nor frequency domains with neighbor-

ing blocks. To confine the energy, the transmitted symbols are

shaped with time and frequency shifted versions of a low-pass

band filter p[n] of length L. In this sense, the subband pulse

applied on the mth subcarrier is given by

fm[n] = p[n]ej
2π

M
m(n−L−1

2 ), 0 ≤ n ≤ L− 1. (1)

At the receive side, the demodulated signal on the qth subcar-

rier and kth time instant is expressed as [7]:

yq[k] =

M2
∑

m=M1

gqm[k] ⋆ (θm[k]dm[k]) + wq[k], (2)
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for 0 ≤ M1 ≤ q ≤ M2 ≤ M − 1 and 0 ≤ k ≤ N − 1. The

number of active subcarriers is Ma = M2 −M1 + 1 and

gqm[k] =
(

f∗
q [−n] ⋆ h[n] ⋆ fm[n]

)

↓M

2

(3)

represents the impulse response between the mth and the qth

subchannel, which includes not only the channel impulse re-

sponse h[n] but also the transmit and reception pulse shapes.

The operation (.)↓x downsamples a sequence by a factor of

x. Unlike the model presented in [7], we have considered

that inter-carrier interference does not exclusively come from

the adjacent subcarriers, but may come from more distant

ones. The equivalent channel gqm[k] is different from zero

for −L1 = −
⌊

L−1
M/2

⌋

≤ k ≤
⌊

L−1+Lch

M/2

⌋

= L2, where Lch

denotes the maximum channel excess delay. The function ⌊x⌋
gives the largest integer equal or lower than x. The noise at

the FT position (q, k) depends on the the noise at the input of

the receiver, i.e. w[n], and the matched filter as follows:

wq[k] =
(

f∗
q [−n] ⋆ w[n]

)

↓M

2

. (4)

It must be noticed that in (2) the symbols {dq[k]}, which are

drawn from a pulse amplitude modulation (PAM) constella-

tion, are multiplied by this phase term

θm[k] =

{

1 k +m even

j k +m odd,
(5)

to guarantee that adjacent symbols in the FT plane differ by

a phase factor of π
2 . In the remaining of the paper, we con-

sider the case of low time-frequency selective channels, so

that the fading can be considered flat within the range of one

subcarrier and the whole duration of the frame. Then, the

channel seen by the signal transmitted on the mth subcar-

rier is given by Hm, which denotes the frequency response

evaluated on the radial frequency 2πm
M , yielding this simpli-

fied channel model gqm[k] = Hmαqm[k] [8]. The variable

αqm[k] is used to represent the FBMC/OQAM transmulti-

plexer response, which is given by

αqm[τ ] =
(

f∗
q [−n] ⋆ fm[n]

)

↓M

2

=
∑

n

(−1)τqp[n]

×p
[

n− τ M
2

]

e−j 2π

M
(q−m)(n−L−1

2 ).

(6)

With the aim of clearly highlighting that the demodulated sig-

nals are not independent, we propose to stack the samples

column-wise. Then, y[k] = [yM1
[k] · · · yM2

[k]]
T

can be ex-

pressed with this matrix notation

y[k] =

L2
∑

τ=−L1

G[τ ]x[k − τ ] + w[k], 0 ≤ k ≤ N − 1, (7)

x[k] = [θM1
[k]dM1

[k] · · · θM2
[k]dM2

[k]]
T

(8)

w[k] = [wM1
[k] · · ·wM2

[k]]
T
. (9)

The matrix G[τ ] ∈ C
Ma×Ma reads

G[τ ] = A[τ ]H =






αM1M1
[τ ] · · · αM1M2

[τ ]
...

. . .
...

αM2M1
[τ ] · · · αM2M2

[τ ]













HM1

. . .

HM2






.

(10)

Note that H is diagonal and A[τ ] only depends on the pulses.

2.1. From FBMC/OQAM to WCC-FBMC/OQAM

It is important to highlight that in FBMC/OQAM systems

there is an overhead ratio equal to 2L−M
NM , because of the tails

of the pulse. By replacing the linear convolution with the cir-

cular one, the overhead is removed and the length of the burst

is reduced from L + (N − 1)M/2 to NM/2 samples, [4].

Sticking to the scenario where the channel frequency response

is flat at the subcarrier level, the output of the demodulator is

given by

y[k] =

L2
∑

τ=−L1

A[τ ]HxN [k − τ ] + wcc[k], (11)

when the circular convolution is employed. The sequence

xN [k] is a periodic extension of x[k] that reads

xN [k] =

∞
∑

i=−∞

x[k −Ni]. (12)

The summation in (12) corresponds to the case where N
is a multiple of four. The rest of the cases have not been

covered, but they can be derived by including a weight-

ing coefficient [4]. It appears from (11) that the model

is very similar to the one used in FBMC/OQAM, except

for the filtered noise, which we now denote by wcc[k] =
[

wcc
M1

[k] · · ·wcc
M2

[k]
]T

. The filtered noise in the FT po-

sition (q, k) is given by wcc
q [k]. Due to the copy-and-

append operation performed at the receive side [4], the

correlation between wcc
q =

[

wcc
q [0] · · ·wcc

q [N − 1]
]T

and

wcc
m = [wcc

m [0] · · ·wcc
m [N − 1]]

T
results in this N ×N circu-

lant matrix

Rqm = E

{

wcc
q (wcc

m)
H
}

, (13)

with [rqm[0]...rqm[−L1] 0...0 rqm[L2]...rqm[1]] in the first

row. It is worth highlighting that Rqm can be written as func-

tion of the noise correlation in the linear model, i.e. rqm[k −
l] = E {wq[k]w

∗
m[l]}. The matrix Rqm has been character-

ized, because it is definitely relevant for the capacity analysis.

3. CAPACITY ANALYSIS

This section evaluates the capacity building upon the model

(11). In order to work with easy-to-handle expressions, the

analysis will be conducted in the frequency domain. Keeping
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in mind that the circular convolution converts to a pointwise

product of two N -point discrete Fourier transform (DFT) se-

quences, the input/output relation at frequency 2π
N i becomes

yi =

N−1
∑

k=0

y[k]e−j 2π

N
ik = Gixi+wi, i = 0, ..., N −1. (14)

Mathematically, Gi, wi and xi can be respectively written as

Gi =
∑L2

k=−L1
G[k]e−j 2π

N
ik, wi =

∑N−1
k=0 wcc[k]e

−j 2π

N
ik

and xi =
∑N−1

k=0 x[k]e−j 2π

N
ik.

It has been assumed that symbols are independent and

identically distributed with mean energy symbol ES

2 , i.e.

E (dq[k]dm[l]) = ES

2 δq,mδk,l. The factor 2 indicates that the

symbols {dq[k]} correspond to either real or imaginary parts

of complex-valued QAM symbols, which mean energy is

ES . Before evaluating the capacity it is important to remark

that symbols are improper, because the pseudo-covariance

matrix does not vanish. In other words, E
{

x[k]xT [k]
}

6= 0.

Bearing this assumption in mind, it can be verified that im-

properness holds true in the frequency domain as well. To

deal with the improper nature of the symbols, so that all the

second order statistics come into play, we proceed with the

definition of these augmented vectors: ȳi =
[

yT
i yH

i

]T
and

w̄i =
[

wT
i wH

i

]T
. Then, the achievable rate under the as-

sumption of improper Gaussian signaling at frequency 2π
N i

can be formulated as (see (10) in [9]):

R

(

2π

N
i

)

=
1

2
log2

∣

∣Cȳ
i

∣

∣

|Cw̄i
|
, (15)

with Cȳ
i
= E

{

ȳiȳ
H
i

}

and Cw̄i
= E

{

w̄iw̄
H
i

}

. The determi-

nant of a square matrix S is |S|. The augmented covariance

matrices can be partitioned into four blocks as follows:

Cȳ
i
=

[

Cy
i

C̃y
i

C̃
∗

y
i

C∗
y
i

]

(16)

Cw̄i
=

[

Cwi
C̃wi

C̃
∗

wi
C∗

wi

]

. (17)

After several derivation steps, the authors in [9] have demon-

strated that (15) can be compactly expressed in this form

R

(

2π

N
i

)

= log2

∣

∣C−1
wi

Cy
i

∣

∣+

1
2 log2

∣

∣

∣
IMa

− C−1
y
i

C̃y
i
C−T

y
i

C̃
H

y
i

∣

∣

∣

∣

∣

∣
IMa

− C−1
wi

C̃wi
C−T

wi
C̃

H

wi

∣

∣

∣

.
(18)

The matrix IMa
designates the Ma-dimensional identity ma-

trix. It is worth highlighting that the second term in the right-

hand side of (18) is equal to zero with proper Gaussian signal-

ing. To evaluate R
(

2π
N i

)

, it is deemed necessary to character-

ize the second order moments of the symbols and the noise.

To this end, the statistical information of the variables that

come into play has been provided in the following sections.

3.1. Statistical information of symbols

Taking into account the statistical information of x[k], the co-

variance and the pseudo-covariance matrices of xi become

Cxi = E
{

xix
H
i

}

= N
ES

2
IMa

(19)

C̃xi = E
{

xix
T
i

}

= diag

{

N−1
∑

k=0

ES

2
θ2M1

[k]e−2j 2π

N
ik,

· · · ,
N−1
∑

k=0

ES

2
θ2M2

[k]e−2j 2π

N
ik

}

.

(20)

Due to the fact that real and imaginary parts are interleaved

according to (5), the entries of C̃xi in the (lth,lth) position are

[

C̃xi

]

ll
= (−1)M1+lES

2

N−1
∑

k=0

e−jπke−2j 2π

N
ik, (21)

for 0 ≤ l ≤ Ma − 1. To simplify the notation it is useful

to realize that (21) can be regarded as a truncated geometric

series in e−j(2 2π

N
i+π). Then, we end up with

[

C̃xi

]

ll
= (−1)M1+lES

2
e−j( 2π

N
i+π

2 )(N−1) sin
((

2π
N i+ π

2

)

N
)

sin
(

2π
N i+ π

2

) .

(22)

3.2. Statistical information of noise

If the noise samples at the input of the receiver are Gaussian

distributed, i.e. w[n] ∼ CN (0, N0), then the expectation of

the filtered noise in the linear model satisfies:

E {ℜ (wq[k])ℜ (wm[l])} =

E {ℑ (wq[k])ℑ (wm[l])} =
N0

2
ℜ (αqm[k − l])

(23)

−E {ℜ (wq[k])ℑ (wm[l])} =

E {ℑ (wq[k])ℜ (wm[l])} =
N0

2
ℑ (αqm[k − l]) .

(24)

As a consequence, E {wq[k]wm[l]} = 0 and rqm[k − l] =

E {wq[k]w
∗
m[l]} = N0αqm[k − l]. Therefore, C̃wi

= 0 and

the (pth,lth) position of Cwi
is defined as

[Cwi
]pl = fiNRp+M1l+M1

(

fiN
)H

, 0 ≤ p, l ≤ Ma−1. (25)

The row vector fiN ∈ C
1×N accounts for the ith row of the

N -point DFT matrix. Recalling from (13) that Rp+M1l+M1
is

circulant, it follows that Rp+M1l+M1
can be factorized with

the DFT matrix. Therefore, (25) can be expressed as function

of the Fourier transform of αp+M1l+M1
[k]. From the expres-

sions derived in this section, it can be inferred that

[Cwi
]pl = N ×N0

L2
∑

k=−L1

αp+M1l+M1
[k]e−j 2π

N
ik. (26)
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3.3. Capacity in WCC-FBMC/OQAM and OFDM

The capacity can be computed as the integration of support-

able information rates over the entire band [10], namely

C =
1

2π

∫ 2π

0

R(ω)dω. (27)

An approximate solution of the capacity can be obtained

when the frequency response of the rate does not present

strong variation in the range of 2π
N . Then, the capacity in the

WCC-FBMC/OQAM context can be simplified as

CFBMC ≈ 2
NM × 0.5

NM × 0.5 + Tw

1

N

N−1
∑

i=0

R

(

2π

N
i

)

. (28)

The higher is N , the closer is the approximation to the exact

expression. The ratio NM×0.5
NM×0.5+Tw characterizes the capac-

ity penalty due to time-windowing, which is of paramount

importance to combat the detrimental effects caused by the

circular convolution. A windowing length equal to Tw =
M/2 suffices to significantly improve the side lobe attenua-

tion [4]. Finally, the factor 2 is included to indicate that two

FBMC/OQAM multicarrier symbols are transmitted in one

OFDM symbol period. With this modification a fair compar-

ison can be performed with OFDM.

If we project the generic case to OFDM systems, it can be

verified that the maximum achievable rate is defined as

COFDM =
1

1 + LCP

M

log2

∣

∣

∣

∣

∣

IMa
+

(ES/N0)

1 + LCP

M

HHH

∣

∣

∣

∣

∣

. (29)

The spectral efficiency degradation and the waste of energy

depend on LCP , which denotes the CP length.

4. RESULTS

This section evaluates the capacity expressions derived in

Section 3 for different SNR values, which are defined as

SNR = ES

N0

. Parameters are chosen coherently with long

term evolution (LTE) specifications in the following way:

sampling frequency is set to 15.36 MHz, M = 1024,

Ma = 12, N = 14 for OFDM and N = 28 for WCC-

FBMC/OQAM. It has been experimentally verified that in-

creasing the number of points beyond N = 28 does not

bring substantial improvements in terms of accuracy. WCC-

FBMC/OQAM capacity is computed for both isotropic or-

thogonal transform algorithm (IOTA) [11] and Bellanger [12]

filters with an overlapping factor equal to 4, thus L = 4M .

The multipath fading has been modeled according to the Ex-

tented Pedestrian A (EPA) channel [13], for which (11) can

be assumed as the true expression.

The capacity represented in Figure 1.a, which has been

divided by Ma, indicates that WCC-FBMC/OQAM outper-

forms OFDM in 2 dB, from 15 dB to 20 dB. Figure 1.b
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Fig. 1. a) Capacity of OFDM and WCC-FBMC/OQAM sys-

tems against SNR. b) Ratio between WCC-FBMC/OQAM

and OFDM capacities against SNR.

shows that IOTA-based WCC-FBMC/OQAM systems are

able to offer 9-11 % more bits than OFDM in one RB. By

resorting to the Bellanger pulse, the increase is around 8%.

With LCP = M/14 and Tw = M/2, we can resolve that
NM×0.5+Tw

NM×0.5
M

M+LCP
= 0.9667. Therefore, the capacity in-

crease that corresponds to the exploitation of the interference

is given by 0.9667× CFBMC/COFDM .

Better results than those presented in Figure 1 are ob-

tained using the capacity formula for parallel channels [6],

yet the interference correlation is not accounted for.

Leveraging on the use of pulse shaping techniques, the

capacity can be further increased with respect to OFDM, by

reducing the number of subcarriers that remain silent. The

case analyzed in [14] allows FBMC/OQAM to achieve an in-

crease of 10% in the capacity. Based on this observation, we

shall consider the improvement that stems from the additional

occupied subcarriers, which depends on the spectral mask of

each scenario, on top of the gain brought by Figure 1.b.

5. CONCLUSION

In this paper we have presented a generic model for WCC-

FBMC/OQAM systems, which can be easily tailored to dif-

ferent waveforms. Building upon this model, a thorough anal-

ysis of the capacity has been conducted, taking into consider-

ation all the characteristics of the modulation. The numerical

results reveal that WCC-FBMC/OQAM outperforms OFDM

in 2dB, through the exploitation of intrinsic interference and

the lattice structure. It is shown that this gain translates into

an increase of 11% in capacity. The increase is more modest

than that obtained in other works, because the impact of the

interference correlation has not been neglected. Future work

should focus on how to practically exploit the intrinsic inter-

ference inherent to WCC-FBMC/OQAM systems, in order to

perform closer to the capacity.
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