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ABSTRACT

Energy efficiency is besides higher data rates a key to success of the

next generation copper access technology, G.fast [1]. Power con-

sumption targets are not only driven by government requirements,

but also by the need for access nodes without local power supply,

which are fed from the subscriber via reverse power feeding (RPF).

G.fast introduces discontinuous operation (DO) to reduce power

consumption by switching lines on and off on a short time scale.

Implementing DO in combination with precoding requires to

maintain precoding performance on active lines while other lines are

discontinued. This paper investigates G.fast DO in combination with

linear and nonlinear precoding. Spectrum and framing optimization

for DO is discussed. Implementation approaches are compared in

terms of complexity and power saving capabilities, considering real-

ization aspects as well as standard-related limitations.

Index Terms— Precoding, Digital Subscriber Line, Discontinu-

ous Operation, G.fast, Energy Efficiency

1. INTRODUCTION

Discontinuous operation [2] is a key to make G.fast a low-power con-

sumption technology that supports RPF. Besides RPF, there are gov-

ernmental requirements to reduce power consumption of network

equipment [3]. In discontinuous operation, the transceiver power

consumption shall scale with the current data rate. This is achieved

by switching analog and digital transceiver components into low-

power mode on a per-symbol basis with respect to the data traffic.

Linear [4] or nonlinear [5] precoding are used to maintain G.fast

performance in multi-line systems. This paper discusses DO in com-

bination with linear and nonlinear zero-forcing precoding. Imple-

mentation approaches are compared in terms of performance and

complexity. Spectrum and framing optimization are discussed.

2. SYSTEM MODEL

The key features of G.fast in the FTTdp (fiber to the distribution

point) network are summarized in [6] using a frequency spectrum

from 2MHz to 106 or 212MHz with DMT multi-carrier modulation

and synchronized time division duplexing. The FTTdp network con-

sists of a fiber link to a reverse powered distribution point unit (DPU)

which is connected to the customer premises equipment (CPE) via

copper wires of the telephone network.

Each subscriber uses the subcarriers k = 1, . . . ,K for data

transmission over the crosstalk channel described by the matrix

This work has been founded by the research project “FlexDP - Flexible Breitband

Distribution Points”, funded by the Bayerische Forschungsstiftung.

H(k) ∈ C
L×L for subcarrier k and a system with L lines. The

linear precoder matrix P (k) ∈ C
L×L at the DPU is used to pre-

compensate crosstalk between the lines. The Tomlinson Harashima

(TH) precoder [7], [8] uses a strictly lower triangular feed-back ma-

trix F (k) ∈ C
L×L and a modulo operation mod (.) [5] in addition

for nonlinear precoding.

The gain-scaling is collected in diagonal matrices S(k) =

diag(s
(k)
1 , . . . ,s

(k)
L ) ∈ R

L×L. The operation diag(.) transforms a

vector into a diagonal matrix and a diagonal matrix into a vector. The

receivers apply the diagonal equalizer G(k) = diag(g
(k)
1 , . . . ,g

(k)
L ) ∈

C
L×L to compensate direct channel distortion.

The downstream model for linear precoding is described by

y
(k) = P

(k)
S

(k)
u

(k)
(1)

û
(k) = S

(k),−1
G

(k)
(

H
(k)

y
(k) + n

(k)
)

(2)

for each subcarrier k. The transmit and receive signal vectors are

u(k) ∈ C
L and û(k) ∈ C

L, respectively. y(k) ∈ C
L is the DPU

output signal. The transmit signals are assumed to be statistically

independent, zero-mean, unit power QAM (quadrature amplitude

modulation) signals with b̂
(k)
l bits modulated on carrier k and line

l. The receivers experience additive white Gaussian noise (AWGN)

n(k) ∼ NC(0,σ
2I) with noise variance σ2. The nonlinear precoder

implements the signal processing steps

u
(k)
back = F

(k)
u

(k)
mod, (3)

u
(k)
mod = mod

(

u
(k)
back + S

(k)
u

(k)
)

, (4)

y
(k) = P

(k)
u

(k)
mod (5)

with the intermediate signal vectors u
(k)
back ∈ C

L and u
(k)
mod ∈ C

L.

Details on linear and non-linear zero-forcing (ZF) precoding for

G.fast are discussed in [9] and [10].

3. DISCONTINUOUS OPERATION

Due to the reverse power feeding architecture of FTTdp [11], low

power consumption of the G.fast equipment at any time is very im-

portant. This is achieved with discontinuous operation.

3.1. Discontinuous Operation and Precoding

The combination of precoding and discontinuous operation has been

studied first in [12] for linear and nonlinear precoding and further

investigated in [2] for linear precoding. G.fast links using DO are

only active during the time that is required to send the data. There

are two different types of symbols which do not carry user data. The
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idle symbol, where no data is modulated, but the transmitter remains

active for crosstalk cancelation on other lines and the quiet symbol,

which allows switching analog and digital front-end components of

the corresponding line into low power mode. Fig. 1 illustrates the

difference between idle and quiet symbols for precoding.

H(k)P (k) H(k)
P (k),′

idle symbol quiet symbol

active line signals on

u(k) y(k)
u(k) y(k)

active line signals off

Fig. 1. Idle and quiet symbols in discontinuous operation

The highest power saving is achieved with quiet symbols, be-

cause analog front-end and line driver are major power consumers in

a G.fast system and do not scale with transmit signal strength.

Without loss of generality, the transmit signal vectors are

separated into an active lines signal vector ua and a discontin-

ued lines signal vector u
(k)
d = 0 such that the overall signal is

u(k) =
[

u
(k),T
a u

(k),T
d

]T

. The same holds for the precoder output

signal vector y(k) =
[

y
(k),T
a y

(k),T
d

]T

.

The channel matrix H(k) and the precoder matrix P (k) are ac-

cordingly partitioned into four block matrices

P =

[

Paa Pad

Pda Pdd

]

H =

[

Haa Had

Hda Hdd

]

,G =

[

Gaa Gad

Gda Gdd

]

. (6)

Assuming zero-forcing precoding,

G
(k)

H
(k)

P
(k) = I (7)

holds when all lines are active. For a quiet symbol, not only u
(k)
d =

0, but also y
(k)
d = 0 must hold. This requires different precoder

coefficients P
(k),′

aa to satisfy the zero-forcing condition.

G
(k)
aa H

(k)
aa P

(k),′

aa = I. (8)

[2] shows that ignoring the coefficient change causes a significant

performance drop.

Coefficient Update (CU Linear): The new precoder coeffi-

cients to satisfy (8) are obtained by

P
(k),′

aa = P
(k)
aa − P

(k)
ad P

(k),−1
dd P

(k)
da . (9)

Compared to the number of compute operations to be done for the

precoding itself, this operation may dominate the compute require-

ments. Precoding of one symbol with K subcarriers and L lines

requires Nmac = L2K multiply-accumulate (MAC) operations.

Assuming La active and Ld discontinued lines, the number of

compute operations for the precoder update is Nmac = LaLaLd +
LdLdLa +Ninv(Ld). The number of operations for matrix inversion

of Pjj is Ninv(Ld). It depends on the algorithm, but in most cases,

matrix inversion has cubic complexity.

Coefficient Update (CU TH): For TH ZF precoding, a correc-

tion can be done similar to Eq. (9) for linear ZF precoding.

Mode Compute Operations per symbol

Linear Prec. L2K
SU (linear), CA no additional complexity

CU (linear), 1 line
(

(L− 1)2 + (L− 1)
)

K
TH Prec. (L2 + L(L− 1)/2)K
CU (TH), 1 line

(

2(L− 1)2 +Ninv(La)
)

K

Table 1. Discontinuous operation precoding complexity

The correction is applied to the forward matrix P (k) as in Eq.

(5). The update is given by

P
(k),′

aa = P
(k)
aa +H

(k),−1
aa H

(k)
ad P

(k)
da . (10)

The feedback matrix F (k) in the nonlinear part of the precoder as

in Eq. (3) and (4) is not changed. The nonlinear operation implies

an encoding order. For DO it is required that the line, which is dis-

continued first, is encoded last. With this approach, the nonlinear

operation output u
(k)
mod is zero for discontinued lines.

The TH ZF operation is more complex than linear ZF precoding,

requiring Nmac =
(

L2 + L(L−1)
2

)

K compute operations to pre-

code one symbol plus the modulo operations. The precoder correc-

tion of Eq. (10), requires Nmac = 2LaLaLd +Ninv(La) operations.

Signal Update (SU Linear): An alternative DO solution is

available for linear ZF precoding by changing the signal processing

steps in DO rather than a coefficient update. The DO output signal

is calculated using the normal operation coefficients according to

ya = Paaua − PadP
−1
dd Pdaua (11)

instead of Eq. (1). With the assumption, that the matrix inversion

P−1
dd can be approximated by the corresponding first order approxi-

mation, the following simplified approach can be implemented

ya = Paaua + PadP̃ddPdaua. (12)

where P̃dd = Pdd − 2ILa. The approximation assumes that the

precoder is scaled to satisfy Pdd ≈ I .

Crosstalk Avoidance (CA Linear/TH): The lowest complexity

solution to DO is the crosstalk avoidance scheme, where only one

line transmits at a time [1]. Crosstalk avoidance allows additional

power saving because crosstalk cancelation is not required during

that time and no coefficient update is needed. Due to the fact that

only one line is active in DO, this line achieves a high peak rate

because no crosstalk is present. But when multiple lines request

high data rates, the system is forced to keep all lines in the normal

operation mode with high power consumption.

Table 1 summarizes the worst case number of MAC operations

per symbol for different precoding and DO implementations. Coef-

ficient updates are restricted to one discontinuing line per symbol.

3.2. G.fast Framing

G.fast uses time division duplexing (TDD) to separate upstream and

downstream. Fig. 2 illustrates the structure of TDD frames with DO.

Each data frame starts with the RMC (robust management chan-

nel) symbol, followed by a downstream (DS) section, 1/2 symbol

gap, the upstream (US) section, another 1/2 symbol gap and another

DS section. DS and US phase are divided into a normal operation

interval (NOI) and a discontinuous operation interval (DOI). During

NOI, all links are active and operate at rate-optimized settings.
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Fig. 2. G.fast framing with idle (I) and data (D) symbols

During DOI, the lines may discontinue transmission, depending

on the actual data traffic. The bit loading b̂
(k)
l as well as the gain val-

ues s
(k)
l are different for NOI (b̂

(k)
NOI,l, s

(k)
NOI,l) and DOI (b̂

(k)
DOI,l, s

(k)
DOI,l).

These settings are exchanged between DP and CPE in advance to

allow a fast switching between them. Using only these two settings

does not allow the use of optimized parameters in DOI, because this

may require different bit and gain values when lines discontinue.

The frame format is controlled within the RMC, which defines

the number of transmitted symbols and their position in the DOI.

For framing optimization, each frame is further partitioned into con-

figurations t = 1, . . . ,T , as shown in Fig. 2, where a change of t
indicates that lines are enabled or discontinued.

3.3. Spectral Constraints for NOI and DOI

G.fast is subject to two power constraints, the per-line spectral mask

and a per-line sum-power constraint as defined in [13]. Spectrum

optimization for linear and nonlinear ZF precoding in G.fast is dis-

cussed in [9] and [10].

With DO, the precoder P (k),[t] depends on the position t in the

TDD frame as indicated in Fig. 2. For every index t = 2, . . . ,T
in the DOI, the precoder changes. The spectral mask constraint for

NOI is given by

diag
(

P
(k),[1]

SNOIS
(k),H
NOI P

(k),[1],H
)

≤ pmask∀k = 1, . . . ,K

(13)

and a per-line sum-power constraint is

K
∑

k=1

diag
(

P
(k),[1]

S
(k)
NOIS

(k),H
NOI P

(k),[1],H
)

≤ psum. (14)

Standard G.fast is limited to a single gain setting S
(k)
DOI, which

shall satisfy the constraints for any selection of active lines during

the DOI, t > 1. This gives the constraints for spectral mask

diag
(

P
′(k),[t]
aa S

(k)
aa,DOIS

(k),H
aa,DOIP

′(k),[t],H
aa

)

≤ pmask

∀k = 1, . . . ,K ∀t = 2, . . . ,T, (15)

and per-line sum-power

K
∑

k=1

diag
(

P
′(k),[t]
aa S

(k)
aa,DOIS

(k),H
aa,DOIP

′(k),[t],H
aa

)

≤ psum

∀t = 2, . . . ,T (16)

during DOI. With the constraint set of Eq. (15) and (16), the opti-

mization according to [10] is applied. The constraint set is created

over all relevant configurations t = 1, . . . ,T , which is a subset of all

possible configurations T ≤ 2L.

3.4. Data Rates in DOI

Besides the gain values s
(k),[t]
l , the bit allocation per carrier b̂

(k),[t]
l

also depends on the configuration t in the G.fast system with DO.

With a given signal-to-noise-ratio SNR
(k),[t]
l , the achievable num-

ber of bits per channel use b
(k),[t]
l for line l and carrier k reads as

b
(k),[t]
l = log2

(

1 +
SNR

(k),[t]
l

Γ

)

. (17)

with the SNR gap Γ to accommodate coding gain, non-Gaussian

modulation and to achieve the desired bit error rate. The SNR is

derived from the receiver error e(k) = û(k) − u(k), given by

e
(k) = S

(k),−1
G

(k)
(

H
(k)

P
(k)

S
(k)

u
(k) + n

(k)
)

− u
(k). (18)

Assuming that the transmit signal u(k) is a unit power signal and

further assuming that the zero-forcing condition is satisfied, the error

reduces to e(k) = S(k),−1G(k)n(k) and the corresponding SNR

SNR
(k),[t]
l of line l and carrier k is given by

SNR
(k),[t]
l =

1

E
[

|e(k),[t]l |2
] . (19)

With the limitation to one bit allocation table b̂
(k)
NOI,l for the NOI

and one for DOI b̂
(k)
DOI,l, they are derived as follows

b̂
(k)
NOI,l = min

(⌊

b
(k),[t=1]
l

⌋

, bmax

)

, (20)

b̂
(k)
DOI,l = min

t=2,...,T

(⌊

b
(k),[t]
l

⌋

, bmax

)

(21)

which also incorporates the upper bound b
(k)
l ≤ bmax on the constel-

lation size and the fact that only an integer number of bits is loaded.

The corresponding line rate is

Rl =
η

tsym

K
∑

k=1

b̂
(k)
l −Roh, (22)

with a symbol duration tsym including the cyclic prefix and window-

ing, an efficiency factor η and the overhead channel rate Roh which

account for the losses due to communication protocol, framing over-

head and management communication [9].

3.5. Framing Optimization

Optimized G.fast framing for DO is formulated as a linear program

to derive the transmit time (number of symbols) for each configu-

ration t. For each configuration t, the corresponding rates are col-

lected in a rate vector r[t] ∈ R
L. From the rate vectors, a rate matrix

R ∈ R
L×T+1 is formed according to

R =
[

r
[t=1],r[t=2], . . . ,r[t=T ],0

]

(23)

where the first column corresponds to the NOI and with the all-zeros

vector 0 as last entry. For CU and SU, the links are deactivated

sequentially. Therefore, the rate matrix R forms a triangular matrix

plus the zero vector. For CA, only one link at a time is active in the

DOI which gives a diagonal matrix for the DOI part of R.
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Furthermore, the time vector τ ∈ R
T+1
+ is defined, where

∑T+1
i=1 τi = 1 holds. The actual link rates vector r is then given by

r = Rτ (24)

The power consumption of a configuration can be derived by the

power weight vector c ∈ R
T+1

ct =

L
∑

l=1

ρ
[t]
l (25)

which is the sum of the individual power consumption values ρ
[t]
l of

each line l during configuration t. Consequently, the framing opti-

mization is described by the following linear program

min
τ

c
T
τ s.t. τi ≥ 0 ∀i = 1, . . . ,T + 1 (26)

s.t.

T+1
∑

i=1

τi = 1 Rτ ≥ rmin

such that the actual data rates are greater or equal to a required rate

vector rmin, which is provided from the dynamic resource allocation

(DRA) [14]. τ is quantized to match the number of symbols Nsym in

the TDD frame τ̂ = ⌈τ ·Nsym⌉.

Power consumption is implementation dependent. Therefore, a

simplified model is used by choosing ρ
[t]
l = 0 for quiet symbols

and ρ
[t]
l = 1 for idle and data symbols. The per-line average power

consumption is ρl =
∑T

t=1 τtρ
[t]
l . ρl = 1 corresponds to a link that

is always active.

3.6. Avoid Bad Combinations

As mentioned in Sec. 3.3 and 3.4, standard G.fast [1] uses the same

bit allocation b̂
(k)
l and gains S(k) throughout the DOI. It is selected

with respect to the worst case SNR and precoder. Therefore, a spe-

cific selection of discontinued lines may cause a performance drop

for the whole DOI. They are referred to as bad combinations tbad.

The bad combinations can be defined such that the rate is below

a certain percentage αbad of the NOI rate

tbad =

{

t : r̂lt =
K
∑

k=1

b
(k),[t]
l < αbad

K
∑

k=1

b
(k),[1]
l

}

. (27)

Such configurations are excluded from the possible configurations

t = 1, . . . ,T to maintain sufficient data rates in the DOI. For the

simulations αbad = 0.8 is used.

4. SIMULATION RESULTS

Simulations focus on G.fast with 106MHz profile and linear precod-

ing with up to 16 lines. CPEs are non co-located, e.g., each line in

the binder has a different length between 10m and 400m. Back-

ground noise of −140 dBm/Hz below 30MHz and −150 dBm/Hz

above 30MHz is used [15]. The cable is 0.5mm PE DTAG [16].

The transmit PSD is given by [13] with 4 dBm transmit power.

Fig. 3 compares the achievable peak rates in DOI with the NOI

data rates vs. line length. The DOI rates do not reflect the rates

which are available to the subscriber, because the actual data rate is

a mix of NOI and DOI rate. But high data rates in DOI allow to

transmit in a shorter time frame, allowing more power saving.

50 100 150 200 250 300 350

600

800

1,000

Line length/m

R
at

e/
M

b
it

/s

NOI rate

DOI CA peak rate

DOI CU rate

DOI SU rate

Fig. 3. Rate vs. reach of NOI and DOI rates for a 12 lines DPU

Highest peak rates in DOI (even higher than NOI rates) are

achieved by CA because no crosstalk is present. However, the high

preak rates are only available to one line at a time. CU experi-

ences some rate loss compared to NOI, due to the single bits and

gains setting within DOI. SU achieves lowest rates because of the

approximated matrix inverse in Eq. (12).

Power consumption simulations are done with random target

rates 0 < rmin,l < r
[t=1]
l between zero and the NOI rate, where

the ratio of the binder sum rate
∑L

l=1 rmin,l and the NOI sum rate
∑L

l=1 RNOI is varied between 0.1 and 0.9. Fig. 4 compares power

consumption as a function of average system load.
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Crosstalk Avoidance

Coefficient Update

Signal Update

Multiple Bits/Gains Tables

Fig. 4. Power consumption vs. load for DO with 16 lines

Removing the standard-related limitation and using different bit

allocation b̂
(k),[t]
l and gains S(k),[t] for each configuration t gives the

lowest power consumption. Bringing the limitation to a single bits

and gains table for DOI gives the CU curve. SU with approximated

matrix inversion, having lower complexity, achieves less power sav-

ing. CA shows the lowest power saving at high load, but the high

power saving at very low loads.

5. CONCLUSION

Discontinuous operation for G.fast is discussed in terms of possi-

ble DO implementations for downstream direction. The most power

saving solution requires multiple bits and gains tables during DOI.

The G.fast standard restriction to one table results in rate losses for

DOI, which are tolerable for smaller DPUs up to 16 ports. Even low

complexity implementations using SU or CA give good power sav-

ings for lower loads, indicating that DO can be implemented with

low complexity.
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