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ABSTRACT

This paper considers the optimal placement of content in
cache-enabled base-stations (BSs) for reducing backhaul traf-
fic in a densely deployed wireless access network. By caching
popular files, users requesting these files can be served di-
rectly by their associated BSs without needing to fetch con-
tent from the core network. This paper makes an observation
that a real network consists of distinct classes of users with
different file preferences, so jointly optimizing cache place-
ment and user-BS association can result in significant benefit.
This paper considers such a joint optimization problem for
achieving an optimized tradeoff between load balancing and
backhaul saving, while accounting for both the physical layer
wireless propagation characteristics and the finite cache size
at the BSs. By proposing a numerical algorithm that itera-
tively optimizes the content placement policy for fixed user-
association and optimizes the user association policy for fixed
content placement, with a goal of maximizing a backhaul-
aware proportional fairness network utility, this paper shows
that placing similar content at strategically located BSs can re-
sult in significant backhaul saving without sacrificing as much
in user access rates.

Index Terms— Cellular network, user association, caching

1. INTRODUCTION

Wireless access networks are increasingly deployed with
dense set of base-stations (BSs) in order to support the ever-
increasing demand for user data. As a result, backhaul con-
gestion between the BSs and the core network often becomes
the limiting factor, especially at peak hour and especially in
networks with wireless backhaul. This paper examines the
potential for reducing the backhaul traffic between the BSs
and the core network by equipping the BSs with low-cost
cache storage. Local storages at the BSs allow popular files
to be cached for serving users without needing the backhaul.

In conventional content distribution networks, simply the
most popular files are cached at the network edge. This paper
goes one step further by making the following two key obser-
vations. First, there are distinct classes of users with very dif-

ferent content preferences. Second, a densely deployed wire-
less network affords an additional degree of freedom of al-
lowing users the flexibility of associating with the BS depend-
ing on both channel condition and content availability. Thus,
caching and user-BS association can be optimized jointly.

As a concrete example, the class of users desiring “sports”
content may be quite distinct from the class of users desir-
ing “music” content. By dedicating some BSs for caching
“sports” videos and some other BSs for caching “music”
videos, and by allowing the users to associate with the BSs of
their choice, significant backhaul saving can be obtained.

The user-BS association problem has been considered
extensively in the literature [1, 2]. The key issue here is load
balancing, i.e., the BS association policy must account for
both the wireless channel and interference characteristics,
as well as the number of users already associated with each
BS. A popular BS association policy is to offset the received
signal-to-interference-and-noise ratio (SINR) by a bias term,
so that users may be incentivized toward less crowded BSs
even when the SINR from that BS is not the largest.

This paper brings the additional consideration of caching
into BS association. Toward this end, [3] considers the down-
loading time as the objective function and uses a matching
algorithm to optimize user association for given caching pol-
icy, while [4] assumes dynamic user association so that a user
can connect with different BSs depending on which BS has its
requested file, and designs the optimal file placement at each
BS also to minimize the overall file downloading time.

In contrast to [3, 4], this paper considers the case that user
association is static and that each user is only connected with
one BS, but proposes the joint optimization of content place-
ment and user association. We formulate a backhaul-aware
network utility maximization problem, and use the pricing
approach of [1, 2] to arrive at an optimized tradeoff between
network utility and backhaul reduction.

2. PROBLEM FORMULATION

Consider a downlink wireless network with L BSs serving K
users. Both the BSs and the users are equipped with a single
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antenna each. Each BS transmits at a fixed power spectrum
density (PSD) pl, l ∈ L = {1, 2, · · · , L} over a total band-
width of W . The channel from BS l to user k is assumed to be
flat-fading with channel gain hlk ∈ C. We assume maximum
frequency reuse factor of 1. It has been shown in [1] that at
each BS, equal allocation of the available bandwidth among
its associated users is optimal in terms of maximizing the log-
utility of user data rates. In this case, if user k is associated
with BS l, then the data rate of user k can be written as

Rkl =
W

Kl
log (1 + SINRkl) , k ∈ K = {1, 2, · · · ,K} , (1)

where Kl is the number of users associated with BS l, and

SINRkl =
|hlk|2 pl∑

m ̸=l |hmk|2 pm + σ2
k

, (2)

is the SINR of user k if it is associated with BS l. Here, σ2
k

is the background noise PSD. The proportional fair log-utility
of the network can be written as∑

kl

xkl log (Rkl) , (3)

where xkl is a binary variable defined as

xkl =

{
1, if user k is associated with BS l
0, otherwise . (4)

The user-BS association problem as considered in [1, 2] is
that of determining {xkl} to maximize (3).

We now describe the caching model. Suppose that there
are a total of F files, each of the same size z for simplicity.
In a wireless network without caching capabilities, each file
request leads to a backhaul consumption of z for the serv-
ing BS. However, if the request file has already been cached
locally at the BS, then the BS can directly transmit the file
to the user without costing backhaul. This paper considers a
network where each BS l can cache up to Cl files, and poses
the question of optimal content placement in the cache.

Let ylf be a binary variable indicating whether or not BS
l caches file f ∈ F = {1, 2, · · · , F}, i.e.,

ylf =

{
1, if file f is cached in BS l
0, otherwise , (5)

then the cache size constraint at BS l can be formulated as∑
f

ylf ≤ Cl, l ∈ L. (6)

In this paper, we also assume that different users may have
different file preferences and denote the probability that user
k requests file f as Pkf . It is not difficult to see that the total
backhaul reduction of the network by associating users with
the BS that caches the requested content is

∑
kl

xkl

∑
f

Pkfylf

 . (7)

There is a tradeoff between maximizing the network util-
ity and maximizing backhaul saving. To maximize network
utility, each user should associate with a BS of reasonably
high SINR (while accounting for BS load), but such a BS
may not have in its cache the content that the user desires. To
maximize backhaul saving, the user should associate with the
BS with the largest number of its required content, but such a
BS may be far away.

This paper considers a joint optimization of the user-BS
association policy {xkl} and content placement policy {ylf}
at each BS that maximizes a weighted objective of network
utility (3) and backhaul saving (7) as follows:

maximize
{xkl,ylf ,Kl}

∑
kl

xkl log (Rkl) + λ
∑
klf

xklPkfylf (8)

subject to
∑
l

xkl = 1,
∑
k

xkl = Kl, (9)∑
f

ylf ≤ Cl, (10)

xkl ∈ {0, 1} , ∀k, l, (11)
ylf ∈ {0, 1} , ∀l, f. (12)

where (9) is the user-BS association constraint that ensures
each user is only associated with one BS, and each BS is as-
sociated with Kl users; (10) is the cache size constraint at
each BS. By varying λ, we arrive at different tradeoff points
between network utility and backhaul saving.

3. PROPOSED ALGORITHM

The user association and content placement problem is an in-
teger programming problem, so finding its globally optimal
solution is expected to be difficult. By taking advantage of the
fact that the user-BS association constraint (9) and the caching
constraint (10) are separable, this paper proposes an iterative
algorithm that optimizes content placement at each BS as-
suming fixed user association and optimizes user association
assuming fixed caching policy, as described in the following.

3.1. Optimal Content Placement with Fixed Association

With fixed user association {xkl}, the caching problem is de-
coupled among the BSs. In particular, the content placement
problem for BS l can be written as

maximize
{ylf}

∑
f

µlfylf (13)

subject to
∑
f

ylf ≤ Cl, ylf ∈ {0, 1} ∀f (14)

where µlf =
∑

k xklPkf is the amount of backhaul reduction
if BS l caches file f . The above problem can be interpreted
as follows: Given the benefit of caching file f at BS l as µlf ,
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which Cl files should BS l cache? The optimal solution to
such a problem is simply to cache the Cl files that have the
largest benefits, i.e.,

y∗lf =

{
1, if µlf ∈

{
µl[1], µl[2], · · · , µl[Cl]

}
0, otherwise , (15)

where µl[j] is the j’th largest item in the list of µlf ’s.
The above solution is obtained under the condition that

each file is of the same size. In the case that files have dif-
ferent sizes, the cache placement problem for each BS be-
comes the well known knapsack problem [5], which can be
solved exactly within pseudo-polynomial time O(FCl) us-
ing dynamic programming; more efficient approximation al-
gorithms are also possible.

Note that the problem formulation in this paper assumes
static user locations. In particular, we assume in (13) that user
association is known at the content placement stage. In prac-
tical situations in which contents are placed during off-peak
hours and accessed during peak hours, the optimization of
content placement would require predicting user association.

3.2. Optimized User Association with Fixed Cache

With fixed content placement at each BS, the user association
problem can be stated as

maximize
{xkl,Kl}

∑
kl

(akl + λbkl)xkl −
∑
l

Kl log (Kl) (16)

subject to
∑
l

xkl = 1, xkl ∈ {0, 1} , ∀k, l (17)∑
k

xkl = Kl, ∀l, (18)

where akl = log (W log (1 + SINRkl)) is the log of spectrum
efficiency and bkl =

∑
f Pkfylf is the amount of backhaul

reduction if user k is associated with BS l. Problem (16) is a
mixed integer programming problem, for which obtaining the
global optimum solution is challenging. This paper adopts a
similar idea used in [1, 2] to solve a partially dualized version
of the problem with respect to the constraint (18):

max
{xkl,Kl}

∑
kl

(akl + λbkl − ηl)xkl −
∑
l

Kl log (Kl) + ηlKl

s.t.
∑
l

xkl = 1, xkl ∈ {0, 1} , ∀k, l (19)

where ηl is the dual variable associated with constraint (18).
The optimization problem (19) is now decoupled among

the users. It has explicit analytical solution:

x∗
kl =

{
1, if l = argmax

l′
(akl′ + λbkl′ − ηl′ )

0, otherwise
(20)

for fixed dual variable ηl. The optimal η∗l can be found
through the subgradient method [1] or the coordinate descent

method in the dual domain [2]. Note that it is possible to have
multiple BSs achieving the same maximum value in (20). In
such a case, a tie-breaking procedure is needed [2].

The solution (20) is quite intuitive: each BS sets a price ηl;
each user associates with the BS that maximizes its “profit”
minus the price, where “profit” is defined as (akl + λbkl). In
the user-BS association problem without caching [1, 2], the
log spectral efficiency term akl is considered as the user’s
“profit”. With the possibility of caching content at the BSs,
we take into account the backhaul reduction bkl as an addi-
tional motivation for users to associate with a BS. At small
tradeoff constant λ, the log-utility term akl is the dominating
“profit”; as λ increases the backhaul reduction bkl becomes
the main concern in user-BS association.

Finally, we mention that due to the nonconvex nature of
problem (16), the optimal solution (20) of the dual problem
(19) may not be the optimal solution to (16). However, as
verified in [1, 2], this pricing-based approach often produces
excellent solutions to the overall problem. We summarize
the proposed iterative algorithm for joint user association and
caching design in Algorithm 1.

Algorithm 1 Joint User Association and Content Placement
Initialization: Set the initial user association {xkl} using the
algorithm in [1, 2] without considering caching;
Repeat:

1. Fix user association {xkl}, find the optimal content
placement {ylf} according to (15);

2. Fix caching policy {ylf} at each BS, update the user as-
sociation {xkl} by solving (19), i.e., according to (20)
with optimal dual variable η∗l .

Until convergence

4. SIMULATION RESULTS

The performance of the proposed joint user association and
caching placement strategy is evaluated for two topolo-
gies. First, consider a two-tier heterogeneous network with
1 macro-BS at the center of a cell and L

′
pico-BSs ran-

domly deployed in an 1 squared kilometer of geographic
area. The transmit PSDs for the macro and pico BSs are
set to be −27dBm/Hz and −40dBm/Hz respectively over a
10MHz bandwidth. The channels are modeled with distance-
dependent path-loss 128.1 + 37.6 log10(d) dB and 140.7 +
36.7 log10(d) dB (d in km) for the macro and pico BSs re-
spectively with 8 dB log-normal shadowing. The PSD of
the combined background noise and outer-cell interference
is set at −150dBm/Hz. A total of 100 users are uniformly
distributed in the area and a total of 1000 video files are as-
sumed to be requested by the users. For simplicity, each BS
is assumed to have the same cache size.

3523



−0.5 0 0.5
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

km

km

 

 

Type 1 User
Type 2 User

(a) User association without caching
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(b) User association with caching

Fig. 1. User association without and with caching at the BSs

Fig. 1 shows the effect of cache-aware user association.
Two types of files are considered: sports videos and music
videos with 500 each. Both the sports and music videos are
requested with the same Zipf distribution [6] with parameter
0.4. Two types of users with different file preferences are
considered: Type 1 users prefer watching sports and request
sports videos with probability 0.8 and music videos with
probability 0.2; Type 2 users prefer music and request music
videos with probability 0.8 and sports videos with probability
0.2. A total number of L

′
= 10 pico-BSs are deployed in

the network. In Fig. 1(a), the user association is done using
the algorithm proposed in [1, 2] without caching at the BSs.
In Fig. 1(b), each BS can cache up to 100 files and the user
association is jointly optimized with cache placement using
Algorithm 1 with the tradeoff constant λ = 10. As we can
observe, the BSs in Fig. 1(a) are associated with similar num-
ber of Type 1 and Type 2 users, while BSs in Fig. 1(b) are

0 10 20 30 40 50 60 70 80
7.4

7.6

7.8

8

8.2

8.4

8.6

8.8

Backhaul Reduction (%)

A
ve

ra
ge

 U
se

r 
R

at
e 

(M
bp

s)

 

 

Cache Size = 50
Cache Size = 100

User Association 
without Caching

Algorithm 1 with λ = 0

Algorithm 1
 with λ = 10

Fig. 2. Log-utility and backhaul reduction tradeoff

almost always associated with one type of users or the other,
but not both, in order to minimize backhaul consumption.

Fig. 2 plots the tradeoff curve between the average user
access rate under log-utility and the total backhaul reduction
for a second network topology with L

′
= 50 pico-BSs and

with different cache sizes at the BSs. We consider 10 differ-
ent types of videos with 100 videos per type, which are re-
quested with the same Zipf distribution with parameter 0.4.
A total of 10 types of users are considered: each type of
users prefers a different type of videos with probability 0.8
and all the rest of videos with probability 0.2 in total. Each
point in the tradeoff curve is obtained by running Algorithm 1
with a particular tradeoff constant λ. The left end-point cor-
responds to the user association strategy of [1, 2] without
caching, which achieves the maximum log-utility. If the BSs
are cache-enabled, even without changing the user association
(corresponding to λ = 0), the total backhaul consumption
can already be reduced by (34%, 53%) under the BS cache
sizes of (50, 100) files respectively. By increasing λ and run-
ning the backhaul-aware user association iteratively with op-
timized content placement, the total backhaul consumption
can be further reduced by (52%, 80%) respectively, with only
around 13% sacrifice on average user access rate.

5. CONCLUSION

This paper considers the joint design of user association and
content placement in cache-enabled wireless networks by
formulating an optimal tradeoff problem between network
utility and backhaul reduction. We propose an efficient al-
gorithm iterating between cache-aware user association and
association-aware content placement. Numerical results ver-
ify that a significant amount of backhaul reduction can be
achieved by associating the BSs with the users of similar file
preference.
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