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ABSTRACT

In this paper, we study the energy efficiency of secure com-
munication in an underlay cognitive radio network (CRN).
We first formulate an optimization problem to maximize the
secrecy energy efficiency (SEE) while meeting the quality-of-
service (QoS) requirement for the primary user and the trans-
mit power constraint at each base station. Since the prob-
lem is non-convex and very difficult to solve, we then convert
the original fractional form into a subtractive one, and adopt
the difference of two-convex functions (D.C.) approximation
method to obtain an equivalent convex problem. Furthermore,
a two-layer iterative algorithm is presented to solve the prob-
lem and obtain the optimal beamforming (BF) weight vectors.
Finally, numerical results are provided to demonstrate the su-
periority of the proposed scheme.

Index Terms— beamforming, cognitive radio network,
energy efficiency, secure communication, optimization

1. INTRODUCTION

Recently, physical layer secrecy has received much attention
in cognitive radio networks (CRNs) [1–4]. For example, in
[2], the authors studied the secrecy capacity maximization
problem for multi-antenna CRNs by optimizing the downlink
transmit covariance matrix under transmit power and inter-
ference constraints. By employing artificial noise at the cog-
nitive user (CU), the authors of [3] designed downlink beam-
forming (BF) to achieve maximum secrecy throughput for the
primary user (PU). In addition, the authors of [4] presented a
multiuser scheduling strategy to improve security against both
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coordinated and uncoordinated eavesdroppers for multi-user
multi-eavesdropper CRNs.

More recently, energy efficiency (EE) has been considered
as a crucial issue for CRNs, since it can balance the need for
both a high spectral efficiency (SE) and power consumption
[5]. For this situation, the authors of [6] used the water-filling
method and proposed an EE power allocation (PA) scheme to
improve the SE for unit-energy consumption in OFDM-based
CRNs. In [7], the authors developed a PA strategy for CU to
maximize its mean EE while guaranteeing the outage prob-
ability of the PUs. In [8], the trade-off between SE and EE
for CRN was also analyzed, and joint secrecy rate (SR) and
EE schemes for CRNs were studied in [9–11], where either of
the two criteria, namely, SR maximization subject to the EE
constraint, or EE maximization under secure quality-of-server
(QoS) constraint, has been used.

However, it should be pointed out that the work of [2–4]
only considers SR, while the work of [6–11] only focuses on
EE. Although a definition of secrecy energy efficiency (SEE)
was given in [12] to evaluate the number of available secret
bits per unit energy, and has been used as a criterion by [13]
and [14] for resource allocation and BF design, respectively,
it has to date never been investigated in CRNs. Motivated
by this fact, we first formulate an SEE maximization prob-
lem with the constraint of the PU’s QoS requirement and the
limitation of the transmit power at each base station. Then,
we propose a method to convert this non-convex problem to
a convex one with the help of the difference of two-convex
functions (D.C.) approximation method and develop a two-
layer iterative algorithm to solve this problem. Finally, nu-
merical results are given to demonstrate the effectiveness of
the proposed scheme.

2. PROBLEM FORMULATION

As shown in Fig.1, we consider a scenario where a CRN co-
exists with a primary network (PN). Here, the PN consists of
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Fig. 1. System model for secure communication in CRN.

a primary base station (PBS) and a PU, and the CRN consists
of a cognitive base station (CBS), a CU, and an eavesdropper
(ED) who attempts to intercept the confidential messages be-
tween CBS and CU. It is assumed that CBS and PBS have Nc

and Np antennas, respectively, while CU, ED and PU are each
equipped with a single antenna. At time t, the PBS sends its
signals xp(t) satisfying E[|xp(t)|2] = 1 to the PU, while the
CBS simultaneously transmits its confidential signals xc(t)

obeying E[|xc(t)|2] = 1 to the CU with the same spectrum.
Due to the broadcast nature of the wireless channels, the sig-
nal received by the CU, ED and PU can be respectively ex-
pressed as

yc(t) = hH
ccwcxc(t) + hH

pcwpxp(t) + nc(t) (1)

ye(t) = hH
cewcxc(t) + hH

pewpxp(t) + ne(t) (2)

yp(t) = hH
ppwpxp(t) + hH

cpwcxc(t) + np(t) (3)

where wα denotes the Nα × 1 downlink BF weight vector,
hαβ =

√
ϑαβh̃αβ with h̃αβ and ϑαβ being the Nα × 1

fading channel vector and the corresponding path loss of the
α − β link. Here, α ∈ {c, p} stands for CBS or PBS, and
β ∈ {c, e, p} for CU, ED or PU. In addition, nβ(t) is additive
white Gaussian noise (AWGN) with zero mean and variance
σ2
β = △fN0, where △f denotes the system bandwidth and

N0 the single-sided noise spectral density. By using (1)-(3),
the instantaneous output signal-to-interference-plus-noise ra-
tios (SINRs) at the CU, ED and PU can be, respectively, writ-
ten as

γc(wc,wp) =
hH
ccwcw

H
c hcc

hH
pcwpwH

p hpc + σ2
c

(4)

γe(wc,wp) =
hH
cewcw

H
c hce

hH
pewpwH

p hpe + σ2
e

(5)

γp(wc,wp) =
hH
ppwpw

H
p hpp

hH
cpwcwH

c hcp + σ2
p

(6)

According to [15], the available SR of the CRN is given by

Rsec(wc,wp) =

[
log2

(
1 + γc(wc,wp)

1 + γe(wc,wp)

)]+
(7)

where [x]
+
= max{x, 0}. In most of the related works, such

as [2–4], maximization of the SR is often used as a criterion to

design the optimal BF. However, to balance the available SR
and the power consumption of the CRN, we adopt the SEE
performance metric as [12]

ηSEE =
Rsec(wc,wp)

PT (wc)
(bit/Joule/Hz) (8)

where PT (wc) = ρ∥wc∥2F + NcPA + PB is the total power
consumption at the CBS with ρ ≥ 1 being the power ampli-
fier inefficiency factor, PA the circuit power used by each an-
tenna, and PB the basic power consumed by the CBS. Mean-
while, considering that the maximal transmit powers of the
CBS and PBS are fixed, and the QoS of the PU must be satis-
fied in CRNs, a constrained SEE maximization problem can
be mathematically formulated as

(P1) max
wc,wp

ηSEE

s.t. γp(wc,wp) ≥ γth
p and ∥wα∥2F ≤ Pmax

α , α ∈ {c, p}

where γth
p denotes the minimal acceptable SINR for the PU,

and Pmax
c and Pmax

p the given transmit power limits for the
CBS and PBS, respectively. In the following section, we will
propose an iterative method to solve the above problem.

3. OPTIMAL SOLUTION

Due to the fractional form and logarithmic function in the
objective function (8), optimization problem (P1) is strictly
non-convex and very difficult to solve. To tackle it, we first
consider the following non-fractional form

(P2) f(ηSEE) = max
wc,wp

{Rsec(wc,wp)− ηSEEPT (wc)}

s.t. γp(wc,wp) ≥ γth
p and ∥wα∥2F ≤ Pmax

α , α ∈ {c, p}

and give the following theorem.
Theorem 1: Let η∗SEE be the maximum SEE. The opti-

mization problems (P1) and (P2) are equivalent if and only if
f(η∗SEE) = 0 holds.

Proof : Please see Appendix A.
The above theorem reveals that if we can find η∗SEE satisfying
f(η∗SEE) = 0, the solution to optimization problem (P1) can
be obtained by solving the equivalent problem (P2). By defin-
ing Wα = wαw

H
α and Hαβ = hαβh

H
αβ , (P2) can be rewrit-

ten as (P3) at the top of next page. However, since (P3) is still
non-convex, we apply the D.C. approximation method [16]
and express the objective function in (P3) as

f1(Wc,Wp, ηSEE)− f2(Wc,Wp) (9)

where

f1(Wc,Wp, ηSEE) = log2
(
Tr(WpHpe) + σ2

c

)
+ log2

(
Tr(WcHcc) + Tr(WpHpc) + σ2

c

)
− ηSEE (ρTr(Wc) +NcPA + PB) (10)

f2(Wc,Wp) = log2
(
Tr(WpHpc) + σ2

c

)
+ log2

(
Tr(WcHce) + Tr(WpHpe) + σ2

e

)
(11)
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(P3) max
Wc,Wp

{
log2

(
1 +

Tr(WcHcc)

Tr(WpHpc) + σ2
c

)
− log2

(
1 +

Tr(WcHce)

Tr(WpHpe) + σ2
e

)
− ηSEE (ρTr(Wc) +NcPA + PB)

}
s.t.

Tr(WpHpp)

Tr(WcHcp) + σ2
p

≥ γth
p , Tr(Wc) ≤ Pmax

c , Tr(Wp) ≤ Pmax
p , rank(Wc) = 1 and rank(Wp) = 1

(P4) max
Wc,Wp

{
f1(Wc,Wp, ηSEE)− f2(W̄c,W̄p)−

Tr
(
HH

pc

(
Wp − W̄p

))
φ(W̄p)ln2

−
Tr

(
HH

ce

(
Wc − W̄c

)
+HH

pe

(
Wp − W̄p

))
ϕ(W̄c,W̄p)ln2

}
s.t. Tr(WpHpp)− γth

p Tr(WcHcp) ≥ γth
p σ2

p, Tr(Wc) ≤ Pmax
c and Tr(Wp) ≤ Pmax

p

Furthermore, we approximate f2(Wc,Wp) by its first-order
Taylor series expansion at the feasible solution (W̄c,W̄p),
i.e.,

f2(Wc,Wp) ≈ f2(W̄c,W̄p)

+ ⟨∇f2(W̄c,W̄p), (Wc,Wp)− (W̄c,W̄p)⟩ (12)

where ⟨A,B⟩ = Tr
(
AHB

)
and ∇f2(W̄c,W̄p) is the gradi-

ent of f2(Wc,Wp) at (W̄c,W̄p), given by

∇f2(W̄c,W̄p)

=
1

ln2

[
HH

ce

ϕ(W̄c,W̄p)
,

HH
pe

ϕ(W̄c,W̄p)
+

HH
pc

φ(W̄p)

]H

(13)

with ϕ(W̄c,W̄p) = Tr(W̄cHce) + Tr(W̄pHpe) + σ2
e and

φ(W̄p) = Tr(W̄pHpc) + σ2
c . By substituting (12) and (13)

into the objective function in (P3) and dropping the rank-one
constraints on Wc and Wp, we can obtain the convex opti-
mization problem (P4) above. Now, (P4) can be efficiently
handled by available convex software, such as CVX [17].

Finally, by combining Theorem 1 with the D.C. approx-
imation, we propose a two-layer iterative algorithm to find
the optimal BF solution for the considered SEE maximization
problem as summaried in Algorithm 1. At the outer layer,
the golden search method is applied to find η∗SEE in the in-

terval [0, ηupSEE ]. Here, ηupSEE = log2

(
1 +

Pmax
c ∥hcc∥2

F

(NcPA+PB)σ2
c

)
is an upper bound for ηSEE that can be obtained by using
the inequality Tr(AB) ≤ Tr(A)Tr(B) and the constraint
∥wc∥2F ≤ Pmax

c . At the inner layer, for the given ηSEE , we
solve (P4) to obtain the optimal solution (Wc,Wp), which is
used to update the value of f(η) for the next outer iteration.
The convergence behavior of the outer iteration based on the
golden search method has been well studied in [18] and the
convergence of the inner iteration is guaranteed by Theorem
2 below.

Theorem 2: The inner iteration of Algorithm 1 generates
an increasing sequence of feasible solutions which converge
to the optimal solution of (P4).

Proof : Please see Appendix B.
In addition, the randomization technique (RT) [19] is used at
step 8 to obtain the rank-one solution of Wα and to ensure no
loss of optimality from (P3) to (P4).
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Fig. 2. Average SEE versus Pmax
c .

4. SIMULATION RESULTS

This section provides numerical results to evaluate the per-
formance of the proposed BF scheme. Here, the simula-
tion parameters are chosen as: Nc = Np = 4, ρ = 2.6,
PA = 30dBm, PB = 40dBm, △f = 10MHz and N0 =
−174dBm/Hz. The path loss is log10(ϑ) = −34.5 −
38log10(dαβ [m]) with dαβ = 200m and the convergence
threshold is set to δ = 10−3.

Fig. 2 depicts the average SEE versus the CBS transmit
power constraint Pmax

c for 1000 random channel realizations,
where Pmax

p = 30dBm and γth
p = 8dB. Here, the curves for

the BF schemes in [2] focusing on SR maximization and that
in [14] based on the criterion of EE maximization are also
given for comparison. It is observed that the SEE perfor-
mance of the proposed BF scheme is similar to that of the
SR Maximization scheme in the 20-30dBm region, revealing
that both algorithms can achieve the maximum SEE with full
transmit power. After attaining the maximum SEE, the pro-
posed BF scheme outperforms the SR maximization scheme
with increasing of Pmax

c . This is because the proposed
method ceases allocating transmit power to avoid sacrific-
ing the achieved maximum SEE while the SR maximization
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Algorithm 1: The proposed BF scheme

Function OuterIteration
1 Initialize τ = (

√
5− 1)/2, ηl = 0 and ηu = ηupSEE .

2 Set tl = ηu − τ(ηu − ηl) and tu = ηl + τ(ηu − ηl).
3 repeat

(i) Call Function InnerIteration with ηl and ηu
respectively to find (wl

c,w
l
p) and (wu

c ,w
u
p ),

and compute corresponding f(ηl) and f(ηu).
(ii) If f(ηl) ≤ f(ηu): f(ηl) = f(ηu), ηl = tl,
tl = tu and tu = ηl + τ(ηu − ηl).

(iii) Else: f(ηu) = f(ηl), ηu = tu, tu = tl and
tl = ηl + (1− τ)(ηu − ηl).

until |ηu − ηl| ≤ δ, where δ is the tolerance;
4 Set η∗SEE = (ηu − ηl)/2 and apply again Function

InnerIteration with η∗SEE to obtain the optimal
solution (w∗

c ,w
∗
p).

end
Function InnerIteration(η)

5 Initialize
(
W̄0

c ,W̄
0
p

)
=

(
0Nc ,0Np

)
and f0 = 0.

6 Set i = 0.
7 repeat

(i) Find the optimal solution (Wc,Wp) of (P4)
for given W̄i

c and W̄i
p.

(ii) Set i = i+ 1.
(iii) Update

(
W̄i

c,W̄
i
p

)
= (Wc,Wp), and

compute
f i = f1

(
W̄i

c,W̄
i
p, η

)
− f2

(
W̄i

c,W̄
i
p

)
.

until |f i − f i−1| ≤ δ, where δ is the tolerance;
8 Apply RT method [19] to obtain the optimal

rank-one solution (wc,wp) from
(
W̄i

c,W̄
i
p

)
.

9 return (wc,wp).
end

scheme continues increasing the transmit power to achieve a
higher SE. In addition, we can see that the proposed scheme
achieves a significant improvement in the SEE performance
as compared with the EE maximization approach, which can
be attributed to the optimized BF weight vector increasing
the secrecy capacity.

5. CONCLUSION

We have investigated the SEE maximization problem in CRN.
To solve this optimization problem, we first presented a
method to convert this non-convex formulation to a convex
one. Then, a two-layer iterative algorithm was designed to
solve the problem and obtain the optimal BF weight vectors.
Finally, by comparing with previous SR and EE maximiza-
tion schemes, numerical results were given to show that the
proposed BF scheme can significantly improve both the se-
curity and energy efficiency of CRN, thus demonstrating the

superiority of our proposed BF scheme.

6. APPENDIX

A. PROOF OF THEOREM 1

First, assuming that there exists an optimal solution (ŵc, ŵp)
for (P1), we have

η∗SEE =
Rsec(ŵc, ŵp)

PT (ŵc)
≥ Rsec(wc,wp)

PT (wc)
(A.1)

Due to the fact that PT (wc) ≥ 0, we can further obtain

Rsec(ŵc, ŵp)− η∗SEEPT (ŵc) = 0 (A.2)
Rsec(wc,wp)− η∗SEEPT (wc) ≤ 0 (A.3)

Combining (A2) and (A3), it is easy to see that the maximum
value of (P3) can be zero at the optimal solution (ŵc, ŵp).
Second, let (w̃c, w̃p) be the optimal solution of (P3) satisfy-
ing Rsec(w̃c, w̃p)− η∗SEEPT (w̃c) = 0. Then, we can obtain
the following inequality

Rsec(wc,wp)− η∗SEEPT (wc)

≤ Rsec(w̃c, w̃p)− η∗SEEPT (w̃c) = 0 (A.4)

which yields

Rsec(wc,wp)

PT (wc)
≤ Rsec(w̃c, w̃p)

PT (w̃c)
= η∗SEE (A.5)

Hence, (w̃c, w̃p) is also the optimal solution of (P1). This
completes the proof of Theorem 1.

B. PROOF OF THEOREM 2

Letting
(
W̄i

c,W̄
i
p

)
and

(
W̄i+1

c ,W̄i+1
p

)
be the feasible solu-

tions in (P3) at iterations i and i+1, respectively, and follow-
ing the inner iteration in Algorithm 1, we have the following
relations:

f1
(
W̄i+1

c ,W̄i+1
p

)
− f2

(
W̄i+1

c ,W̄i+1
p

)
≈ f1

(
W̄i+1

c ,W̄i+1
p

)
− f2

(
W̄i

c,W̄
i
p

)
−

Tr
(
HH

pc

(
Wi+1

p − W̄i
p

))
φ
(
W̄i

p

)
ln2

−
Tr

(
HH

ce

(
Wi+1

c − W̄i
c

)
+HH

pe

(
Wi+1

p − W̄i
p

))
ϕ
(
W̄i

p,W̄
i
p

)
ln2

≥ f1
(
W̄i

c,W̄
i
p

)
− f2

(
W̄i

c,W̄
i
p

)
(B.1)

which shows that the algorithm produces a monotonically
non-decreasing sequence as the solution is updated. Hence(
W̄c,W̄p

)
converges to the optimal solution.
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