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ABSTRACT

This study is an experimental validation of a new closed-form
method for automatic array position calibration, based on time of
arrival (TOA) measurements between sources and sensors. An ex-
periment with a large array composed of 121 microphones and a
dozen of sources has been set up. We first show that, when consider-
ing the whole array, this calibration method gives results on par with
a reference state-of-the-art acoustic method. We then show exper-
imentally that the new method provides significantly better results
when the number of sources and microphones decreases, confirming
numerical simulations. We conclude the paper with a discussion on
methodological issues for array position calibration.

Index Terms— position calibration methods, TOA-based array
calibration, acoustic arrays

1. INTRODUCTION AND PRIOR WORK

A large number of microphone array techniques, such as source lo-
calization, noise reduction, source separation or acoustic wavefield
analysis and synthesis, assume that the position of each sensor (mi-
crophone) is perfectly known. More generally, such sensor network
techniques are of growing importance, with applications in naviga-
tion systems, aerospace, geophysics, and seismology, to name only
a few domains.

To increase the performances of such systems, a new tendency is
to increase the number of sensors. Arrays can now contain hundreds
or even thousands of elements. Another current trend is the use of
irregular arrays, due to physical constraints (e.g. ad-hoc arrays), or
also to new signal processing methods such as sparse methods. The
use of such very large arrays raises a number of challenges, amongst
which the knowledge of the array geometry. Indeed, many of the
above-mentioned applications are very sensitive to the microphone
positions, and therefore a very accurate positioning is required - a
fraction of the smallest wavelength, in the audible range, typically
less than 1 cm. In such cases, manual measurement of positions
is difficult to perform, and self-calibration methods are required,
using acoustic informations to estimate the array geometry. Most
of these methods rely on the measurement of the times-of-arrival
(TOA) set between controlled sources, with known or unknown po-
sitions, and each microphone. From these measurements, multidi-
mensional scaling (MDS) -based methods provide the relative posi-
tions of each source and microphone.

Recently, some closed-form solutions have been developed, and
provide an unprecedented ease of use. When the positions of micro-
phones are known and when TOA measurements are available, sev-

eral closed-form methods have been proposed for estimating source
positions, such as spherical interpolation [1, 2], hyperbolic intersec-
tion [3, 4], or linear intersection [5]. These methods show that with
known microphones positions, source localization is not too complex
in the sense that the constraints used to estimate their positions are
simple. Moreover, these methods present a symmetry in the roles of
sources and microphones. Inverting the emitters and receivers allows
localization of microphones positions from known sources positions
and TOA measurements. More general TOA-based calibration meth-
ods aim at jointly localizing unknown sources and microphones po-
sitions on the basis of TOA measurements [6, 7, 8, 9]. The main idea
of these methods is to solve the least-squares problem :

(m̂i, ŝj) = arg min
mi,sj

M∑
i=1

N∑
j=1

(
‖mi − sj‖ − di,j

)2 (1)

where m and s are respectively the unknown positions of the M
microphones and the N sources, and di,j is the distance between
microphone i and source j, obtained by multiplying the measured
TOA with the sound velocity. Because this cost function possesses
a lot of local minima, the optimization problem is difficult to solve
with standard or iterative [6, 10] optimization techniques.

Hence, designing closed-form solutions to this problem is an
active field of research. Amongst recent contributions we can cite
Crocco’s closed-form (C-CF) [6] and Le’s closed-form solutions (L-
CF) [11]. One difference between these two methods is that the (C-
CF) approach requires that the position of one microphone is coinci-
dent with one of the sources, contrarily to the (L-CF), that replaces
this assumption by the estimation of one supplementary parameter.
However, besides numerical tests, no experimental validation had
been performed yet for the (L-CF) and its comparison with other
state-of-the-art methods like (C-CF) was still to achieve.

This work proposes an experimental validation and comparison
of both methods. Some experimental difficulties such as knowing
the ground-truth to compare the different results are discussed in a
first section, together with our evaluation framework. A large ex-
periment with 121 microphones and 12 sources irregularly spaced
is described in a second part and allows us to compare our method
(L-CF) with the state-of-the-art method (C-CF), when varying the
number of sources and microphones of the array.

2. EVALUATION FRAMEWORK

2.1. Principle

One experimental issue in position self-calibration methods for mi-
crophone arrays, is that they require a precise measurement of the
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TOA set. The distance obtained from the experimental TOA mea-
surement between microphone i and source j is always corrupted by
some error ηij , for example arising from uncertainties in the sound
velocity of the medium, when the source is not sufficiently wideband
(resulting in some uncertainties in the exact time of the first signal
arrival), when microphones are close to obstacles like walls, or when
ambient noise corrupts the measurements.

Another experimental difficulty is to obtain the ground-truth po-
sitions to compare the different methods, especially for randomly
distributed arrays. One evaluation framework can be used, based on
a few assumptions. Assuming that the measurements errors corrupt-
ing the TOA have bounded amplitude, when the number of sources
and microphones gets very large, there is sufficient information to
precisely determine the position of N sources and M microphones.
In this case the number N ×M of TOA measurements grows faster
than the number of unknowns (3(N +M)), averaging out the mea-
surement errors. Under this assumption, any suitable method for
the TOA-based calibration problem, such as the (C-CF) and (L-CF),
gives positions that asymptotically approach the ground-truth, when
the number of sources and microphones tends to infinity, as will be
discussed in the next section. This estimation, called reference po-
sitions, can be used to estimate and replace the role of the unknown
ground-truth. Once this reference is estimated, the (C-CF) and (L-
CF) are evaluated again by computing the differences between the
reference positions and the new estimations obtained when using a
subset of the TOA measurements (i.e. by decreasing the number of
sources and microphones).

Two arguments based on previous work can be formulated to
support this methodology. Firstly, numerical studies have shown that
the (C-CF) gives good calibration results for small errors on the ini-
tial distance estimation between sources and receivers [6]. Further
synthetic experiments showed that the estimated positions given by
(C-CF) and (L-CF) are very similar for large number of sensors and
sources [12]. Secondly, experimental validations based on the (C-
CF) [9, 13] and its use to experimentally validate several acoustic
problems such as narrowband source localization [14], have already
validated this method experimentally. Thereby, estimating the posi-
tions with the two methods will validate the relevance of the (L-CF)
approach, if its results are close to the ones obtained with the (C-CF)
solution.

2.2. Comparison method

In this section, we define the metric used to compare the different
methods and give some numerical results to check their validity with
large arrays. Thereafter, the word “estimator” has the meaning of
the word “method”.

Definition 1. An estimator f is called a TOA-based calibration es-
timator if for any

(i) S ≡ {s1, . . . , sN} ⊂ R3 a group of N unknown sources,
M ≡ {m1, . . . ,mM} ⊂ R3 a group of M unknown micro-
phones, and

(ii) D = (dij)N×M an observed distance matrix of S and M,
where dij = ‖si−mj‖2+ηij , the Euclidean distance between
si and mj adding a measurement error ηij ,

then f gives estimations of positions si,mj on the basis of D.

Note that, since the observed distance matrix is invariant under
reflection, translation, and rotation, without loss of generality, we
can assume s1 ≡ (0, 0, 0)T , s2 ≡ (0, 0, α)T , and s3 ≡ (0, β, γ)T ,
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Fig. 1. Means of RMSEs for 500 independent experiments, for (left)
fixed σij = 10−2, and (right) fixed N = 10,M = 25.

where α, β > 0. The estimations by f are also based on this as-
sumption. We denote sfi and mf

j the estimations of si and mj by f ,
respectively. The root mean square error (RMSE) of this estimation
is defined by:

Ef (D) =

[
1

N +M

( N∑
i=1

∥∥sfi − si
∥∥2
2
+

M∑
j=1

∥∥mf
j −mj

∥∥2
2

)] 1
2

.

(2)
Numerical experiments are first achieved with simulated data to

check the asymptotical properties of the calibration methods.

Definition 2. A TOA-based calibration estimator f is asymptotical
if for all S,M and D for which ∀i, j, ηij is a Gaussian noise with
zero mean and σij standard deviation, and independent with other
noises ηi′j′ , then

(i) given σij for all i, j, Ef (D) is decreasing when N and M are
increasing, and

(ii) given N and M , lim
∀i,j:σij→0

Ef (D) = 0.

On figure 1, two parameters are studied to compare four TOA-
based calibration methods: the two closed-forms (C-CF), and (L-
CF), and two iterative methods (O-IT) [10], and (C-IT) [6]. In the
left part of the figure, the standard deviation is fixed, σij = 10−2

for all m,n. For each value of N +M , 500 independent numerical
experiments are executed, in which N is chosen randomly and uni-
formly from 7 to (N +M)−7. TheN sources andM microphones
are simulated as uniformly distributed and independent points in a
virtual box of size 1m × 1m × 1m. The measurement errors ηij
are i.i.d. Gaussian noises with zero mean and σij standard devia-
tion. RMSEs are computed for each experiments, and their mean
is represented. In the right part of figure 1, we fix the number of
sources and microphones N = 10, M = 25, and consider a vari-
able σij = 10−k, where k = 1, 2, . . . , 6.

The results in Fig. 1 infer that (O-IT) and (C-IT) are not asymp-
totical. One reason could come from the difficulty of initializing
the iterative algorithms. Although these results are not sufficient to
guarantee the conditions in Def. 2, they can confirm that (C-CF) and
(L-CF) are asymptotical.

If the TOA-based calibration estimator f is asymptotical, when
N,M are large and the measurement errors ηij are small (possible in
real applications), the estimations sf1 , . . . , s

f
N and mf

1 , . . . ,m
f
M are

very close to the ground-truth s1, . . . , sN and m1, . . . ,mM . The
estimated positions sf1 , . . . , s

f
N and mf

1 , . . . ,m
f
M are used as refer-

ence positions. We can then evaluate f based on the RMSEs between
the reference positions and new estimations obtained for sub-matrix
of D, i.e. using information of subsets of sources and microphones.
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Fig. 2. Correlations between Ef (D) and Ẽf (D), where f are (C-
CF) and (L-CF).

Let I = {i1, . . . , iU} ⊂ {1, . . . , N} and J = {j1, . . . , jV } ⊂
{1, . . . ,M} be the sub-indexes of the indexes of sources and mi-
crophones. Let DI,J = (diujv )U×V be a new observed distance
matrix when keeping only the measured distances for sources and
microphones in the new indexes I,J . And let sf,I,Jiu

and mf,I,J
jv

are estimations of siu and mjv by f and DI,J . Regarding the ref-
erence positions sfiu and sfjv we compare the empirical local root
mean square error (EL-RMSE), defined by

Ẽf
(
DI,J

)
=[

1

U + V

( U∑
u=1

∥∥sf,I,Jiu
− sfiu

∥∥2
2
+

V∑
v=1

∥∥mf,I,J
jv

−mf
jv

∥∥2
2

)] 1
2

,

(3)

and the empirical global root mean square error (EG-RMSE), de-
fined by

Ẽf (D|U, V ) =
∑

|I|=U,|J |=V

Ẽf
(
DI,J

)
. (4)

We propose to evaluate the estimator f as follows:

Definition 3. Given two asymptotical TOA-based calibration esti-
mators f and g. f is called more stable than g if

(i) for all S,M, and their observed distance matrix D in which
the noises ηij have small amplitudes for all i, j,

(ii) for all U < N , V < M such that U , V satisfy the conditions
of f and g about the numbers of sources and microphones.

then Ẽf (D|U, V ) 6 Ẽg(D|U, V ).

Def. 3 says that the asymptotical estimator f is stable if its esti-
mations are good not only for large numbers but also for small num-
bers of sources and microphones. In a general way, for any S,M,
and D, the smaller RMSEs computed by the asymptotical estima-
tor f are, the smaller EG-RMSEs computed by f are. This is con-
firmed by the following study on 500 independent and synthetic ex-
periments. For each experiment, (i) N and M are chosen randomly
from 30 to 80, (ii) N sources and M microphones are simulated as
uniformly distributed and independent points in the virtual box with
size 1 × 1 × 1 meter, and (iii) ηij are i.i.d. random variables with
zero mean and σ standard deviation, i.e. Gaussian variables with
zero mean and σ standard deviation or continuous uniform variables
on the interval [−

√
3σ,
√
3σ], where σ = 10−k and k is chosen uni-

formly on the interval [1, 7]. The RMSEEf (D) and the EG-RMSEs
Ẽf (D|U, V ) for U, V = 7, . . . , 12 are computed by (C-CF) and (L-
CF). We are paying attention to the correlation between

Ef (D) and Ẽf (D) :=
12∑
U=7

12∑
V=7

Ẽf (D|U, V )

Fig. 2 gives the plots of
(
log10Ef (D), log10 Ẽf (D)

)
and their cor-

relations. These correlations infer that if the noises are i.i.d. Gaus-
sian variables or i.i.d. continuous uniform variables, the EG-RMSEs
strongly correlate with RMSEs for the asymptotical estimators, i.e.
(C-CF) and (L-CF). Thus, in real experiments without a complete
knowing of the ground-truth, we can use the EG-RMSEs to evaluate
the estimations of sources and microphones positions by the asymp-
totical TOA-based estimators.

3. EXPERIMENTS

3.1. Experimental setup

To evaluate and compare the performances of the two asymptotical
methods (C-CF) and (L-CF), an experiment is set up inside a room
of dimensions 8.15 m × 3.9 m × 3.35 m, with a reverberation time
T60 ' 0.7 s. An array composed of 120 microphones is placed in
the room. The microphones are randomly distributed on the edges
of a cubic structure of side 2 m (see left part of Fig. 3). A dozen
of microphones is placed inside the cube. In addition, 12 sources
(PC loudspeakers) are distributed around the array. To find the po-
sitions of the microphones and the sources using (C-CF), a 121st

microphone must be coincident with one of the loudspeakers. This
constraint determines the origin of the array.

Each loudspeaker emits a chirp signal between 100 Hz and
15000 Hz recorded by the microphones at a sampling frequency
fe = 32000 Hz. By using the method of pulse compression [15], we
are able to measure the impulse response (IR) between the sources
and each microphone with a very good signal-to-noise ratio. Mea-
suring the time of arrival of the first peak of each IR, we obtain a ma-
trix of size (121× 12) containing all the TOAs between the sources
and the microphones. These TOAs are finally converted into dis-
tances by multiplying them with the measured speed of sound in the
room c0 ≈ 345 m.s−1. The resulting matrix is the observed distance
matrix D described in Def. 1.

3.2. Experimental results and discussion

The microphones and sources positions estimated by (C-CF) and (L-
CF) from the experimental distance matrix D are represented in the
right part of Fig. 3. As expected, because the number of emitters
and receivers is large, the estimations by (C-CF) and (L-CF) give
equivalent results. The RMSE between the two methods is 4.4 cm.
This small difference is partially due to some experimental errors
on the TOA measurement that can be caused by uncertainties on
the acoustic centers of microphones (for example the width of the
electret microphone is about 1/2 ”≈ 13 mm) and loudspeakers (these
centers even change with frequency), and to small uncertainties in
the recorded signals due to the sampling frequency, finite bandwidth
of the emitter, and remaining noise.

However, because M and N are high, it is possible to consider
that the estimations of the positions by (C-CF) and (L-CF) reach
their asymptotical properties (see Fig. 1). A third validation is done
by using multi-view image-based 3D reconstruction. 14 pictures of
the array are taken from different angles of view and the 2D micro-
phones positions are manually located on each picture. From these
2D sets of positions, and knowing the camera parameters, it is pos-
sible to geometrically reconstruct the 3D coordinates and compare
them with the acoustical methods. The RMSEs between the posi-
tions obtained from this optical method and (L-CF) or (C-CF) are
respectively 4 cm and 5 cm. On the left part of Fig. 3, the obtained
positions from the optical method and the (L-CF) are projected on
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Fig. 3. (Left) Blue crosses: estimated positions from the multi-view optical reconstruction method. Red crosses: estimated positions from
(L-CF). (Right) Estimations of sources and microphones positions by (C-CF) and (L-CF).

the array picture. For the sake of visibility, not all positions are rep-
resented. As seen, the positions obtained from the image reconstruc-
tion method are not perfect, as some uncertainties on the camera pa-
rameters and 2D localization on pictures remain. However this com-
parison shows that (C-CF) and (L-CF) estimate the positions with a
good, and comparable, accuracy.

From these results, it is possible to experimentally compare
the performance of the two methods when varying the number of
sources and loudspeaker. Indeed, in a lot of acoustic or signal pro-
cessing applications, the number of microphones is much lower. The
behavior of the calibration methods when array are composed of
only a few sensors is then important, especially as in some acoustic
signal processing applications, errors on the microphones positions
can have important repercussions. This is for example the case when
performing source localization in reverberant or diffusive environ-
ments. Generally, the tolerated errors on the positions are linked with
the smallest half-wavelength of the studied acoustic phenomenon. In
practice, this often means that the errors on the microphone positions
must be of the order of a centimeter. Based on the previous numer-
ical study, we select successively sub-matrices of D by varying the
numbers V and U of microphones and sources. Comparing the new
experimental estimated positions with the ones obtained when con-
sidering the 121 + 12 elements (eq. (3)), we are able to determine
which method is more stable.

Figure 4 represents values of the EG-RMSEs, Ẽf (D|U, V ),
computed by (C-CF) and (L-CF) for U = 4, . . . , 12 and V =
9, . . . , 40. For each value U and V , 300 independent realizations
for the EL-RMSEs are chosen randomly, and their means are used
to approximate the EG-RMSEs. The results Ẽf (D|U, V ) for the (L-
CF) are smaller than the one’s of (C-CF) for all couples U, V . This
experimental validation shows that the (L-CF) is more stable than
(C-CF), because it gives better estimated positions when decreasing
the number of sources and microphones.

4. CONCLUSION

Two closed-form self-calibration methods for microphones localiza-
tion have been experimentally compared. We have shown that their
asymptotical properties guarantee a good estimation of positions for
small errors on TOA measurements and large numbers of elements.
This numerical study confirmed previous work and experimental val-
idations based on the (C-CF) method. Designing an experiment with
a large array composed of 121 microphones and 12 sources, we
have validated that the new (L-CF) method also provides accurate
localization, with experimental results similar to the (C-CF) solu-
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Fig. 4. The empirical global RMSEs of (L-CF) and (C-CF) for the
real experiment. Since the values of ẼC-CF(D|U, V ) are very large
when U = 4, 5, and 6, we ignore these values in the figure. The
minimum value of ẼC-CF(D|U, V )−ẼL-CF(D|U, V ) is 0.0184 (> 0)
at U = 12, V = 36.

tion. When the number of sources and microphones are decreased,
the (L-CF) method appears more accurate than (C-CF), with larger
difference as the number of sources and microphones get smaller.

Many open questions still remain. First, this study has to be
extended to more estimation methods, and more array geometries.
Then, it would be important to test this method on large-scale ar-
rays for which we can obtain ground-truth reference positions for
the microphones, for instance by optical means (3-D reconstruction
from multiple poses) or remote position sensors. Finally, all the
methods discussed here rely on TOA estimations from experimen-
tally recorded signals - a pre-processing step that might not always
provide optimal results (at the sample or sub-sample accuracy) for
narrowband sources, or in noisy / reverberant environments. Future
work could focus on calibration methods that include explicit uncer-
tainties on the TOA, or working directly on cross-correlation signals.
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