
COOPERATIVE JOINT SYNCHRONIZATION AND LOCALIZATION
USING TIME DELAY MEASUREMENTS

Hassan Naseri Visa Koivunen

Aalto University, School of Electrical Engineering, Finland ({�rstname.lastname}@aalto.�)

ABSTRACT

In this paper a novel algorithm is proposed for joint synchronization

and localization in ad hoc networks. The proposed algorithm is

based on broadcast messaging, with number of messages linear to the

number of nodes, versus quadratic for techniques based on two-way

message exchange. The identi�ability of network synchronization

problem is improved by introducing localization constraints. Hence,

the proposed algorithm does not require a full set of measurements.

Numerical results are provided using a model based on wireless

lan speci�cations. In scenarios with missing data, the proposed

algorithm signi�cantly improves synchronization and localization

performance compared to commonly used techniques.

Index Terms— Synchronization, localization, ad-hoc network

1. INTRODUCTION

In recent years, wireless services that utilize user’s location became

an integral part of mobile technology, hence there is a need to im-

prove positioning accuracy in mobile devices [1]. Wireless ad hoc

networks will play a central role in future communications [2]. A

reliable ad hoc localization solution would be bene�cial to many

applications such as indoor positioning. Time-delay based ranging,

which is a widely used technique for precise localization, has strict

synchronization requirements. Moreover, precise network synchro-

nization is crucial for increasing deployment of real-time services on

packet switching networks. In this paper, we address the problem

of synchronizing all the nodes in an ad hoc network, considering

both clock o�sets and clock rates, while estimating their unknown

locations cooperatively using time delay measurements.

Synchronization and positioning in wireless networks have been

extensively studied in recent years [3, 4]. The gps as a legacy solu-

tion for synchronization and localization has a limited availability

in indoor environments. Commonly used network synchronization

algorithms [5,6] mainly rely on two-way messaging (twm) measure-

ments, with number of messages quadratic to the number of nodes.

This complexity in communication becomes linear using one-way

messaging in a broadcast fashion. The broadcast-based algorithms

proposed in [7–9] do not provide su�cient accuracy for localization.

The scheduled broadcast synchronization (sbs) method proposed

in [10] provides high precision for wireless localization. It requires

all the nodes to transmit in their turn and receive the messages

form all the other nodes. Joint localization and synchronization has

the potential of relaxing this requirement. Several such algorithms

have been proposed for underwater, acoustic and wireless networks

[11–14], which do not use cooperative measurements, i.e., they are

considering a single target node. Moreover, these methods do not

compensate for clock skews, i.e, deviation of clock rate. Hence, they

are not precise enough for wireless localization. A cooperative al-

gorithm employs measurements between target nodes, in addition

to that between anchors and targets, to improve estimation perfor-

mance and identi�ability of the problem. The cooperative algorithms

proposed in [15–17] do not compensate for clock skews either. The

non-cooperative algorithms proposed in [18–21] are compensating

for clock skews. They also require twm measurements. Broadcast-

based algorithms proposed in [22–24] are not cooperative either.

The cooperative message passing techniques proposed in [25, 26]

are expensive in communication and computation, and also require

twm measurements.

In this paper, a novel low complexity algorithm, called alter-

nating synchronization and localization (asl), is proposed for joint

estimation of clock o�sets, skews, and positions of the nodes in an

ad hoc network. It is a cooperative technique based on broadcast

messages transmitted by each node in a local neighborhood, and re-

ceived by the other nodes. The proposed asl algorithm improves the

identi�ability of network synchronization problem. Hence, it relaxes

the requirement for having all the nodes transmitting and receiving

messages. To the best knowledge of authors, there is no existing

algorithm for cooperative joint synchronization and localization in

wireless networks that has linear complexity in communication and

is robust in the face of missing data.

The rest of this paper is organized as follows. Section 2 intro-

duces a measurement model. A basic algorithm for synchroniza-

tion and ranging is described in Section 3 which does not consider

location constraints. The proposed asl algorithm is described in

Section 4. Some numerical results are presented in Section 5. Finally,

Section 6 concludes the work.

2. MEASUREMENT MODEL

Assume a network comprised of n nodes with positions xi ∈�2, i=
1,...,n, from whichm are anchor nodes with known locations xi =ai ,
and n−m are target nodes with unknown locations to be estimated.

Indices i=1,...,m are assigned to anchor nodes and i=m+1,...,n to

target nodes. The network nodes are transmitting messages to mea-

sure propagation delays between the nodes. The measurements are

performed according to scheduled broadcast synchronization (sbs)

protocol, proposed in [10]. Each node transmits a measurement

message in a predetermined order, and others receive it and esti-

mate its time-of-arrival (toa). Every transmit time and estimated

receive toa are recorded by the nodes as timestamps. Messages are

sent in a one-way broadcast fashion over the wireless channel, and

can be received by the other nodes in the vicinity. Transmissions

are scheduled in advance, and the procedure is controlled by each

node. Measurements are continued for at least two complete rounds

over all the nodes, since two sets of measurements are needed to

estimate clock skews as well; and compensate for them. Note that,

the proposed asl algorithm relaxes the requirement of having all

the timestamps available.

The propagation delay between two nodes i,j is modeled as an
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unknown deterministic parameter denoted by di j . The signals travel

with a �xed speed, i.e., speed of light for radio waves. We normalize
this speed to 1 in order to have the same scale for time and distance.

Hence, di j is also the Euclidean distance between nodes i,j. If τi
and τi j are receive and transmit time instances for a message from

node i to j, we have

τi j = τi + di j , (1)

The times τi and τi j are actual times not clock readings of the nodes,

i.e., they are times with respect to an ideal clock that is described

as follows. Assuming a constant clock frequency, a linear model for

the internal clock of a node is given by

c (t ) = θ + ρ t , (2)

where θ is the clock o�set, and ρ is the clock rate. These o�set and

rate parameters are modeled as unknown deterministic constants.

An ideal clock should have θ =0 and ρ=1. If any node is assigned

as a reference clock, then its clock parameters are set to ideal values.

The goal of network synchronization is to estimate clock o�sets and

rates for all the nodes with respect to a reference clock.

The estimation of clock o�sets and rates is based on transmit
and receive timestamps of the messages between nodes. A transmit

timestampT ki is the clock reading at node i for transmission time of

its k-th message, which is given by

T ki = ci (τ
k
i ) = ρiτ

k
i + θi . (3)

The event of transmission is controlled by the same clock used for

timestamping. Hence transmit timestamps contain no random error.

A receive timestamp T ki j is the clock reading at node j for a message

from node i in measurement round k . By using (1) and (2), a receive

timestamp is given by

T ki j = c j (τ
k
i j )+ϵ =ρ jτ

k
i j+θ j+ϵ

k
j

= ρ j (τi+di j )+θ j+ϵ
k
j ,

(4)

where ϵkj is the random error of delay estimation in receiver. Receive

timestamp is the estimated toa of signal corresponding to line-

of-sight (los) propagation path. It contains a random estimation

error, which is related to measurement noise, multipath propagation

of signals, and the resolution of the estimation. We assume an

i.i.d. Gaussian model for delay estimation error, i.e. ϵkj ∼N
(
0, σ 2

ϵ
)
.

In wireless networks, the assumption is valid for high-resolution

delay estimation if los path is detectable [27–29]. If K rounds of

measurements are performed in a fully connected network, then

Kn(n−1) pairs of transmit and receive timestamps are collected. Note

that, toa estimation problem is not considered in this paper, but it

is assumed to be estimated reliably. Obtaining such estimates in a

multipath propagation environment is a challenging task, which may

be done using high-resolution delay estimation techniques [30, 31].

Furthermore, the internal delays that a signal experiences in a mobile

device may be signi�cantly larger than the required precision of

time synchronization. Constant delays in transceiver front-end can

be measured and compensated for. Delays in digital circuitry are

inversely proportional to the clock rate of the node, hence can be

considered as a part of clock o�set [10].

3. ESTIMATING CLOCK PARAMETERS AND DISTANCES

3.1. Estimating clock rates

The clock rate of node i can be directly estimated from the time

di�erence of messages received from it at di�erent time instances,

independently from the other parameters. At least two rounds of

measurements are required, but better estimates can be obtained by

acquiring more measurements. The di�erence between two consec-

utive receive timestamps (4) is given by

T k+1

i j −T ki j = ρ j
(
T k+1

i −T ki
)
+ δkj . (5)

By substituting (3) in (5), we get

T k+1

i j −T ki j = ρ
j *

,

T k+1

i − θi

ρi
−
T ki − θi

ρi
+
-
+ δkj , (6)

where δkj ∼N
(
0, 2σ 2

ϵ
)

is an error term. After re-arranging we have

ρ j = ρi
(
T k+1

i j −T ki j
)
/
(
T k+1

i −T ki
)
+ δkji , k = 1, . . . ,K−1, (7)

where δkji ∼N
(
0, 2σ 2

ϵ ρi/(T
k+1

i −T ki )
)

is an error term. If node i trans-

mits at regular intervals, the distribution of the error term does not

depend on k . The system of equations in (7), with n−1 degrees of

freedom and n unknown parameters, is not identi�able. One needs

to introduce an extra constraint that de�nes a reference clock in the

network. The equation ρ1=1 sets node 1 as a reference clock. Then,

all other clock rates can be found by a successive substitution, as

ρ̂ j = ρ̂i

K−1∑
k=1

(
T k+1

i j −T ki j
)
/
(
T k+1

i −T ki
)
. (8)

Note that, the choice of a reference for clock rates a�ects the distance

estimation results. If no reference clock is given, one may use an

average clock rate of the network as a reference, e.g., by setting

the geometric mean of clock rates to one. Equation (7), along with

a geometric mean constraint, may be linearized by a logarithmic

transformation to derive a better estimator.

3.2. Estimating clock o�sets and distances

Assuming that clock rates are already estimated as described above,

we formulate a problem to estimate clock o�sets and pairwise dis-

tances. By substituting τki from (3) in (4), we get

T ki j =ρ j (T
k
i −θi )/ρi+ρ jdi j+θ

j+ϵkj , i, j,

⇒ ρ jdi j+θ j−ρ jiθi =T
k
i j−ρ jiT

k
i +ϵ

k
j , i, j,

(9)

where ρ ji =ρ j/ρ ji is a relative clock rate of two nodes. Theses

equations are not linearly independent in parameters θi . One needs

to add an extra constraint for clock o�sets in order to de�ne a

reference clock, e.g., θ1=0 if node 1 is a reference clock. The choice

of reference node for clock o�sets does not a�ect the solution. The

parameters di j and θi may be found by solving a system of linear

equations, given by

θ j−ρ̂ jiθi+ρ̂ jdi j =y
k
i j+ϵ

k
j , (i,j,k ) ∈I

θ1=0,

di j = ‖ai−aj ‖2, i,j ∈{1,...,m}
(10)

where yki j =T
k
i j−ρ̂ jiT

k
i is a time measurement between nodes i,j at

round k , and I is a set of index 3-tuples (i,j,k ) for available mea-

surements. The last row of (10) indicates known distances between

anchor nodes. Each entry in y represents a timing measurement

between a pair of nodes in one direction, ordered lexicographi-

cally by indices (i,j,k ) ∈I. The number of unknown distances be-

tween target nodes is (n−m) (n−m−1)/2. The number of unknown
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clock o�sets is n−1. Hence, the number of parameters in (10) is at

most p=n(n+1)/2−1 form=0. The number of measurements yki j is

q=n(n−1) for one round of measurements, which is larger than the

number of parameters, p<q, and the system of equations becomes

overdetermined. Since the error term ϵ obeys zero-mean Gaussian

distribution, an optimal solution to (10) may be found using the least

square minimization, given by

yϑ = arg min ‖Aϑ − y‖2, (11)

where ϑ= [θ2,...,θn ,d12,d13,...,d(n−1)n]
T

contains p unknown pa-

rameters. The coe�cients matrix Aq×p
can be written as A=

[B |C], where B∈�q×n−1
contains the coe�cients of θi , and

C∈�q×n (n−1)/2
the coe�cients of di j . If a complete round of

measurements is performed in a fully connected network, then

B and C are both full rank with linearly independent rows [10].

However, A can easily become rank-de�cient if some measurements

are missing. In this case, a so-called basic solution to (11) may be

found using qr factorization with column pivoting [32, chap. 5].

Since such a solution is not unique, it is not necessarily an exact

solution. This basic solution can be improved by asl algorithm

proposed in next section.

4. JOINT ESTIMATION OF CLOCK OFFSETS, DISTANCES
AND LOCATIONS

The equations given in (10) do not constrain the distance estimates to

conform with Euclidean geometry. That is, the estimated distances

may not correspond to any valid point con�guration on a plane,

especially if A is rank-de�cient. The Euclidean distance between

target nodes may be added to (10) as constraints, which results in a

new optimization problem given by

minimize{di j ,θi}
∑

i, j,k ∈I

(ρ̂ jdi j+θ j−ρ̂ jiθi−y
k
i j )

2

subject to

∑n
i=1

θi =0,

‖xi−xj ‖2=di j , ∀i, j
xi =ai , i=1,...,m

(12)

In this joint synchronization and localization problem, xi are also

optimization variables. The quadratic equality constraints make (12)

a di�cult non-convex problem. Hence, we are going to solve it in

an alternating manner. That is, we �x clock o�set parameters and

estimate distances, and vice versa.

4.1. Estimating distances given clock o�sets

The constraints ‖xi−xj ‖2=di j in (12) imply that the matrix of

squared distances D= [d2

i j ] is an Euclidean distance matrix, i.e.,

D∈���N
where ���N

is the cone of Euclidean distance matri-

ces. Moreover, it implies that the a�ne rank of D is no larger than

two, i.e. rank(VDV)≤ 2, where the orthogonal matrix V= In− 1

n 11
T

is a geometric centering matrix [33, chap. 5]. Assume that an esti-

mate of
ˆθ is given, e.g., obtained from (11). A new symmetric matrix

of squared distance measurements H= [h2

i j ] is de�ned as

hi j =
1

2K

K∑
k=1

(wk
i j +w

k
ji ), (i, j,k ), (j, i,k ) ∈ I, (13)

where wk
i j = (y

k
i j−

ˆθ j+ρ̂ ji ˆθi )/ρ̂ j . Multiple measurements correspond-

ing to each pairwise distance in both directions are averaged, since

the error obeys zero-mean Gaussian distribution. If a measurement

wk
i j is not available then only the measurement in other direction

is used. If both wk
i j and wk

ji are not available, the corresponding

entries hi j and hji are set to zero. A new optimization problem may

be written as

minimize

D
‖V(D−H)V‖2

F
,

subject to rank(VDV)≤ 2,

D∈���N .

(14)

By solving this problem one �nds the closest Euclidean distance

matrix (edm) to H for centered positions in the sense of Frobe-

nius norm. This problem is equivalent to (12) with known clock

o�sets [33, chap. 7]. The problem (14) is not convex. However,

with non-negative symmetric matrix H, it is equivalent to Eu-

clidean projection on a rank-2 subset of a positive semide�nite (psd)

cone [33, chap. 7]. Hence, it has a well-known solution given by

yG = −
1

2

VD∗V = −
1

2

U2Λ2UT

2
∈ �N−1, (15)

where U2Λ2UT

2
is a truncated eigenvalue decomposition of VHV, and

D∗ ∈���N
is an optimal edm solution to (14). A psd matrix yG∈�N+

is an estimated Gramian matrix, de�ned as G 4
=XTX, for centered

locations. The truncated eigenvalues matrix Λ2 is given by

Λ2 =

[
max(0,λ1 ) 0

0 max(0,λ2 )

]
, (16)

where λi are eigenvalues of VHV in a non-increasing order. The

matrix of corresponding eigenvectors is U2= [u1,u2]. A linear map

from a Gramian matrix to an edm is given by

yD = diag(G∗)1T + 1 diag(G∗)T − 2G∗, (17)

where diag(.) denotes a vector of diagonal entries [33, chap. 5].

4.2. Estimating clock o�sets given distances

With given delay estimates
ˆdi j , the equations in (10) can be written

as a new least-squares problem, as

ˆθ = arg min ‖Bθ − g‖2, (18)

where B is a subset of A containing the coe�cients of θi . A new

measurement vector g contains дki j =y
k
i j−ρ̂ j

ˆdi j , ordered lexicograph-

ically by indices (i,j,k ) ∈I. If B is rank-de�cient a basic solution

may be obtained using qr factorization with column pivoting.

4.3. Estimating locations given distances

By using (17), the locations can be found in a similar way to multi-

dimensional scaling with map matching (mds-map) algorithm [34].

The relationship between Gramian matrix and edm is given by

VGV=− 1

2
VDV. Hence, we have

VyXT yXV = −
1

2

VD∗V =
1

2

U2Λ2UT

2
(19)

An estimate of the centered locations zX is obtained by

zX 4
= VyX =

1

√
2

Λ
1

2

2
U2. (20)

With su�cient number of anchor nodes, at least three in 2D, it is

possible to transform zX to an absolute coordinate system based on

anchor positions. This rigid-body transformation is given by

yX =WzX + µA, (21)
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where W2×2
is an orthogonal transformation matrix, i.e., rotation

and re�ection. The translation vector µA=
1

mXA1 is the geometric

center of anchor nodes, where XA ∈�
2×m

contains true anchor

positions. The orthogonal matrix W is obtained by solving a map-

matching problem, given by

minimize

W
‖zXA −WXA‖

2

F , subject to WWT = I, (22)

where zXA is a subset of zX corresponding to anchor nodes. The

solution is given by W=UAVT

A, where UA,VA are left and right

singular vectors of zXAXT

A.

4.4. Proposed Algorithm

An alternating maximization algorithm can be constructed using

the estimators for parameters θ,τ,X. The proposed asl algorithm

is given in Table 1. The non-convex optimization problem (12) is

solved as systems of linear equations and eigenvalue decompositions.

Hence, the computational complexity of the algorithm isO (n3). Note

that, the complexity in communication is linear to the number of

nodes due to one-way measurement.

Table 1 Alternating synchronization and localization (asl) algorithm

1: Find clock rates by successive equations given in (8).

2: Find an initial estimate of distances and clock o�sets by solving

a system of linear equations in (11).

3: Estimate pairwise distances, by eigenvalue decomposition given

in (15), and then applying (17).

4: Find clock o�sets by solving a system of linear equations in (18).

5: Go to step 3 until convergence, normally very few iterations.

6: Find relative locations by eigenvalue decomposition given in (20)

and map it to the anchor coordinates using (21).

5. RESULTS

Numerical results are produced using a simulated network of

10 nodes randomly placed in a 10×10 meters area, from which

4 are anchor nodes. The values of clock parameters are ran-

domly drawn from uniform distributions, θi ∼U(−25µs,+25µs) and

ρi ∼U
(
1−25×10

−6,1+2×10
−6

)
, conforming to wireless lan speci�-

cations [35]. The error in receive timestamps, i.e., toa estimation

error, is drawn form a zero-mean Gaussian distribution. Figure 1

shows the synchronization and localization errors versus number of

silent nodes. A silent node does not transmit any message, hence

all corresponding measurements are missing. The clock rates of

silent nodes are set to one. The root mean square (rms) error in toa

estimates is 1 meters. The proposed asl algorithm is compared with

results from (11) and mds-map algorithm, denoted by “Separate”.

The performance of both methods is similar with a full dataset.

However, the asl algorithm is robust since it signi�cantly improves

the estimation performance when there is missing data. Figure 2

shows the synchronization and localization errors versus the error

in toa estimates. The number of silent nodes is two. The results for

a case with full data is also shown. The proposed asl algorithm is

closely matching the results obtained using the full dataset. Figure 3

shows the synchronization error of the asl algorithm versus the

number of iterations. The algorithm converges quickly, and may be

typically stopped after �ve iterations.
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(b)

Fig. 1: (a) rms error of synchronization (clock o�sets). (b) rms

error of localization. With increasing number of silent nodes, the

proposed joint algorithm outperforms the initial estimates. rms

error of toa estimates is 1 meters.
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Fig. 2: (a) rms error of synchronization (clock o�sets). (b) rms

error of localization. Two nodes are silent. The proposed asl

algorithm is closely matching the results with a full dataset.

Number of iterations
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Fig. 3: The rms error of synchronization (clock o�sets) versus

number of iterations. The asl algorithm converges quickly, i.e.,

after four iterations. The rms error in toa estimates is 1 meters,

and number of silent nodes is two.

6. CONCLUSIONS

In this paper a novel algorithm, called asl, is proposed for joint

synchronization and localization in ad hoc networks. A broadcast

measurement protocol is used with number of required transmis-

sions linear to the number of nodes. The non-convex problem of

joint synchronization and localization is broken down into two sim-

ple sub-problems, which are solved in an alternating manner. The

asl algorithm improves the identi�ability of network synchroniza-

tion problem by introducing localization constraints. Hence, it can

be reliably applied to the scenarios with missing data. Numerical

results are provided using a network model based on wireless lan

speci�cations, showing robustness in the face of missing data.
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