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ABSTRACT

In this paper, a noncircular deterministic maximum likeli-
hood (NC-DML) estimator for direction-of-arrival estimation
of strictly NC signals is devised. Unlike the conventional
DML solution for arbitrary signals, the NC-DML exploits the
NC properties of the sources by reconstructing the parameter
set, significantly decreasing the number of parameters to be
considered. For computing the NC-DML, we present a nov-
el NC alternating projection (NC-AP) approach. The NC-AP
solution is carried out based on an augmented virtual array
structure. Moreover, it also takes the impact of the initial
phase shift of the NC signals into account. Simulation re-
sults are included to illustrate the superiority of the proposed
method.

Index Terms— noncircular, deterministic maximum like-
lihood, direction-of-arrival, alternating projection.

1. INTRODUCTION

The problem of estimating the direction-of-arrival (DOA) of
narrow-band signals has been an extensive research topic in a
variety of areas such as radar, sonar and wireless communica-
tions. The deterministic maximum likelihood (DML) method
was one of the first to be investigated [1], nevertheless, due
to the high computational load involved, it did not become
popular. Instead, suboptimal techniques with reduced com-
putational load have dominated the field, such as the extrema-
searching [2], polynomial-rooting [3] and matrix-shifting [4]
techniques. The relationship between these techniques and
DML estimator was investigated in [5], and it is shown that
the performance of these techniques is inferior to that of the
DML.

As mentioned above, the DML has not attracted as much
attention as other suboptimal DOA estimation methods be-
cause its computational burden grows dramatically with in-
creasing number of impinging signals. Fortunately, several
efficient DML solutions have been proposed to reduce the
computational burden while maintaining a relatively high lev-
el of estimation performance, such as alternating projection
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(AP) [6], expectation maximization [7], method of direction
estimation [1] and spatial aliasing [8] methods.

Apart from the high computational load, another limita-
tion of the DML is the asymptotic efficiency problem. It is
shown in [1] that the DML estimator is not statistically effi-
cient if the number of snapshots is small. Furthermore, even
if the number of snapshots is large, the DML can achieve the
Cramer-Rao bound only if the number of sensors is increased,
namely, the array aperture should be large enough.

To further enhance the performance of the DOA estima-
tors, the temporal properties of the signals, such as the noncir-
cular (NC) property, can also be employed. The NC signals
such as BPSK, offset-QPSK, PAM and ASK-modulated sig-
nals, have been widely used in many modern communication
systems. By taking advantage of the NC properties of the re-
ceived signals, a number of improved subspace-based DOA
estimators have been proposed, such as the NC-MUSIC [9],
NC-root-MUSIC [10], NC-ESPRIT [11], NC unitary ESPRIT
[12, 13] and SLS-NC-ESPRIT [14].

In this paper, by exploiting the NC properties of the arriv-
ing signals, we devise a NC DML (NC-DML) estimator for
strictly NC sources. The derivation is based on the fact that
the real and imaginary parts of the strictly NC sources are
linearly dependent. As a result, unlike the conventional DML
scheme, the real and imaginary parts of the strictly NC signal-
s cannot be treated as independent random variables. More-
over, in analogy to the AP method [6], we present a novel
and computationally attractive NC AP (NC-AP) approach for
computing the NC-DML estimator.

The paper is organized as follows. In Section II, we for-
mulate the problem and review the DML estimator. In Section
I11, we derive the NC-DML and present the NC-AP algorithm.
Simulation results are provided for performance comparison
in Section I'V. Finally, Section V draws the conclusion.

The following notations are used throughout the paper.
Both Matrices and vectors are represented by bold-faced let-
ter. Superscripts (-)7, (-} and (-)* stand for transpose, con-
jugate transpose and conjugate, respectively. The || - || and
tr{-} denote Euclidean norm and trace, respectively. I repre-
sents the identity matrix.
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2. PROBLEM FORMULATION

2.1. Signal Model

Let us consider an array of M sensors receiving d far-field and
narrow-band signals. The array measurements are modeled as

x(t) = As(t) +n(t) (1)

where s(t) = [s1(t),- -+ ,sq(t)] is the signal vector, n(t) =
[n1(t),- -+ ,na(t)]T contains the additive sensor noise and
A = [a(01), - ,a(b4)] is the steering matrix, which con-
sists of d array steering vectors a(6;), i = 1,--- ,d, with §;
representing the DOA of the i-th source. Here, we assume
that n(t) is a circular zero mean Gaussian random process
with covariance matrix o2I. Moreover, the assumption that d
is known is made to simplify the exposition. The case of un-
known d was also discussed in the literature [15] by using the
information theoretic criterion, such as the AIC [16], MDL
[17] or their computationally efficient variants [18]-[19].

Suppose that the signals are strictly NC. In other words,
the complex symbol amplitudes of signals lie on a line in the
I/Q diagram, which may correspond to BPSK, offset QPSK
and PAM [13]. Consequently, the source snapshot vector can
be decomposed as [12]

S(t) = ‘I’so(t)v )

where the diagonal matrix ¥ = diag{e’¥1,..., e/?¢} con-
tains the initial complex phase shift of each source, and s, (t)
is the real-valued signal vector. As a result, the array obser-
vations are rewritten as

z(t) = AWs,(t) + n(t). 3)

2.2. DML

In the DML estimator case, the sources are regarded as un-
known deterministic sequences instead of sample functions of
random processes. Let ¢1,--- , ¢y denote the time instant at
which the snapshots are taken. Then the array measurements
with NV samples can be expressed as

X=AS+N=A¥S,+ N %)
where X and IN are the M x N matrices

X =[z(t1), - x(tn)] Q)
N = [n(tl)v' o 'n(tN)]7 (6)

both S and S, are the d x N matrices

S =[s(t1), - -s(tw)] ™
So = [so(t1)7"' ‘so(tN)]' (®)
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It follows from (1) that the joint density function of the sam-
pled observations is therefore given by

100 = T arzaymen(— g le(t) — As()]?)

i=1

®
Thus, the negative log-likelihood, ignoring constant terms,
can be expressed as

N
1
L = MNlogo? + = > lla(t) - As(t)*. (10)
n =1

According to [6], by minimizing the negative log-likelihood
function, we obtain the well-known DML estimator

@Dmgza@ngndeRA (11)
where ® = [y, -- ,04] denotes the DOA parameters to be
estimated,

Pi=I-AA"A)DAH (12)
and )

R, = —xx" 13
N 13)

corresponds to the sample covariance matrix.

3. PROPOSED ALGORITHM

In this section, a NC-DML estimator for the special case of
strictly NC sources is proposed. Subsequently, we present an
efficient NC-AP algorithm for computing this estimator.

3.1. NC-DML

In case of arbitrary signals, the number of parameters that
needs to be considered for the DML is equal to 2Nd + d + 1
[20][21]. However, for the strictly NC signals case in (2), the
parameter set is different. By substituting (2) into (10), we
have

1

L = MNlogo, + —
Un

D o la(t) — ATs, (L) (14)

=1

It is observed from (14) that the set of parameters is giv-
en by the DOA parameters ® ¢ R?*!, the real-valued
signals vec{S,} € RN9*! the initial phase angles ¢ =
[o1-- ,04]T € R and the noise power o2. Thus, the
number of parameters is now equal to Nd + 2d + 1. As a
result, it is required to derive a corresponding DML estimator
for the strictly NC signals. In this context, in order to simplify
the resulting model, we assume that the initial phase angles ¢,
namely, ¥, are known. Thus, the number of parameters need-
ed to be estimated reduces to Nd + d + 1. Note that several
efficient solutions [22][23] for the estimation of ¥ have been
provided in the literature.



To compute the NC-DML estimator, we have to minimize
the cost function in (14) with respect to the unknown param-
eters. Fixing ® and S, and then minimizing with respect to

2
o, we get

on = MNZ”“’

Substituting (15) into (14), we fix ® and minimize with re-
spect to 8,(t;),4 = 1,--- , N. This yields the solution

80(ti)

— AWs,(t;)|2. (15)

=(TT AT AP + 97 AT A*w¥) !

x (O AT x(t;) + ©T ATz (t;)]. (16)
In contrast to the case of arbitrary signals where §,(;) is only
related to the array observations x(t;), it is shown in (16) that
$,(t;) has some connection with both x(¢;) and *(¢;). Then

substituting 8, (¢;) back into the cost function we obtain the
following minimization problem

manHw

x [T AT g (t;) + ®T AT 2*(t,)] )% (17)

— AT (PTATAD + T AT A @)L

Obviously, the estimator in (17) does not have the appealing
geometric interpretation as the general DML scheme. How-
ever, it is observed that the minimizing problem in (17) is
equivalent to minimizing the following cost function

J QZHa:

x [\IIHAH (t) +®T ATz (t,)])?

= Z {ll(t:)
X [\IJHAH:E( O+ w7 ATz (1))
+ ||l (t;) — AT* (BT AT A" + O AT Aw)~!
x [T ATz (t;) + 7 AT x(t,)] ||2}

— AT (AT A + 0T AT A )

— AU (T AT AG + 9T AT A w*) !

=>_llat) - AA" 2 A"z (1) (18)

where &(t;) = [z (t;), = (t;)]7, A = (@7 AT wH AT,
In analogy to the DML estimator, according to (18), a similar
form of the NC-DML is given by

~ B . n 2
GNCfDML = arg ngn tr[PARm] (19)
Here,
PL—1-AA"4)-na" (20)
and i
2 - o H
R, =—XX 21
N 21
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is the augmented sample covariance matrix with X =
[XT, XMT Setting

P, =A@ ana" (22)

the minimizing problem in (19) is equivalent to the following
maximizing problem

(':)NC-DML = arg Il’léLX tl"[PARm]. (23)

3.2. NC-AP technique

We start by solving the problem for a single source. In this
case, we yield the DOA estimate of the first source

950) = arg n})ax tr[Pé(gl)Rz] (24)
where a (1) = [aT(01),a’

(61)]F. Next, we solve the sec-
ond source, fixing the first source at 910 s

05" 800 a(0n) Bl (25)

= argmax tr[P
02
The procedure is continued until all the initial values o0 =
[950), RN 9((10)], are computed. As aresult, the initial estimate
of A s [@TAOT gH AOHT
Continuing in this fashion, the value of 6; at the (k+1)-th
iteration is obtained by solving the following problem

A(kJrl) o 2
0, = arg 121(%)( tr[P AP R, (26)
where
a® _ ejwla(éi ) ema(égp) o
‘ e=iv1g*(61F) e=ivig*(6)

with 9§k) replacing éfk) in the 4-th column.

4. SIMULATION RESULTS

In this section, we present a number of simulation examples
that illustrate the superiority of the proposed NC-AP method.
For comparison, the empirical results of the MUSIC [2], NC-
MUSIC [9] and AP [6] methods are included. A uniform lin-
ear array consisting of M = 8 sensors with separation of
half wavelength is considered in our simulations. In all exam-
ples, we assume that there are two equipowered BPSK sig-
nals, their initial phases are 0° and 10°, and their DOAs are
5° and 10°, respectively. Moreover, 100 independent Monte-
Carlo trials are performed.

In the first example, we fix the number of snapshots at 60
and investigate the root mean square errors (RMSE) of the
DOA estimates as a function of signal-to-noise ratio (SNR).
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Fig. 1. RMSE of DOA estimates versus SNR for p = 0

Here, the source correlation coefficient is set as p = 0. Fig.
1 shows that the NC-AP performs much better than the other
methods, whereas the MUSIC and NC-MUSIC fail to provide
accurate DOA estimates especially at low SNR conditions.

Fig. 2 shows the RMSEs of the investigated methods ver-
sus SNR at p = 0.5. The number of snapshots is N = 60.
It is observed that the value of p has little influence on the
AP-based approaches. Moreover, we see that the output RM-
SEs of the MUSIC and AP algorithms are larger than the NC-
based schemes because they do not exploit the NC properties
of the signals.

10 : : . :
—A— MUSIC
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- = =CRB
—5—AP

—&— Proposed NC-AP
= = = NC-CRB

RMSE (Degrees)

4
SNR (dB)

Fig. 2. RMSE of DOA estimates versus SNR for p = 0.5

The empirical results in Fig. 3 correspond to the scenario
where SNR = 5dB and p = 0. It is seen that the proposed
NC-AP technique still surpasses the other approaches even
when the number of snapshots is small. Since the proposed
approach is able to utilize the NC properties of the signals, it
is superior to the AP in estimation accuracy.

In this example, we fix the value of p at 0.5 and investi-
gate the RMSE of the DOAs as a function of the number of
snapshots. it is observed from Fig. 4 that the NC-AP and
NC-MUSIC, which exploit the NC properties of the signal-
s, achieve a performance improvement compared with their
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Fig. 3. RMSE of DOA estimates versus snapshot number for
p=0

counterparts, i.e., AP and MUSIC. Furthermore, we can see
that the MUSIC-based algorithms with p = 0.5 have a dis-
tinctly performance degradation compared with the scenario

of p = 0.
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Fig. 4. RMSE of DOA estimates versus snapshot number for
p=0.5

5. CONCLUSION

A NC-DML estimator for DOA estimation of strictly NC sig-
nals has been proposed in this paper. The derivation is based
on the fact that the number of parameters to be considered is
reduced for the strictly NC signals. For computing the NC-
DML, we present a novel NC-AP method. In analogy to the
AP scheme, the NC-AP is implemented in an iterative fashion
and converges to a local maximum eventually. However, un-
like the AP solution, the NC-AP technique is performed based
on the doubled virtual array structure. Moreover, it also has
taken the impact of the initial phase shift of the NC signals
into consideration. Simulation results show that the proposed
NC-AP solution is superior to the state-of-the-art algorithms
in terms of RMSE performance.



6. REFERENCES

[1] P. Stoica and K. C. Sharman, “Maximum likelihood
methods for direction-of-arrival estimation,” IEEE Trans.

Acoust., Speech, Signal Process., vol. 38, no. 7, pp. 1132-
1143, July 1990.

[2] F. Liand R. J. Vaccaro, “Analysis of min-norm and MU-
SIC with arbitrary array geometry,” IEEE Transactions
on Aerospace and Electronic Systems, vol. 26, no. 6, pp.

976-985, 1990.
(31

B. D. Rao and K. V. S. Hari, “Performance analysis of
root-MUSIC,” IEEE Trans. Acoust., Speech, Signal Pro-

cess., vol. 37, no. 12, pp. 1939-1949, 1989.

[4] R. Roy and T. Kailath, “ESPRIT-estimation of signal
parameters via rotational invariance techniques,” /IEEE
Trans. Acoust., Speech, Signal Process., vol. 37, no. 7,

pp. 984-995, 1989.

[5] P. Stoica and N. Arye, “MUSIC, maximum likelihood,
and Cramer-Rao bound,” IEEE Trans. Acoust., Speech,

Signal Process., vol. 37, no. 5, pp. 720-741, May 1989.

[6] 1. Ziskind and M. Wax, “Maximum likelihood localiza-
tion of multiple sources by alternating projection,” IEEE
Trans. Acoust., Speech, Signal Process., vol. 36, no. 10,

pp. 1553-1560, Otc. 1988.

[7]1 M. Miller and D. R. Fuhrmann, ‘“Maximum-likelihood
narrow-band direction finding and the EM algorithm,”
IEEFE Trans. Acoust., Speech, Signal Process., vol. 38,

no. 9, pp. 1560-1577, Sep. 1990.

[8] J. W. Shin, Y. J. Lee and H. N. Kim, “Reduced-
Complexity Maximum Likelihood Direction-of-Arrival
Estimation Based on Spatial Aliasing,” IEEE Trans. Sig-
nal Processing, vol. 62, no. 24, pp. 6568-6581, Dec.

2014.

[9] H. Abeida and J. P. Delmas, “MUSIC-like estimation of
direction of arrival for noncircular sources,” IEEE Trans.

Signal Process., vol. 54, no. 7, pp. 2678-2690, Jul. 2006.

[10] P. Charge, Y. Wang and J. Saillard, “A non-circular
sources direction finding method using polyomial root-
ing,” Signal Processing, vol. 81, no. 8, pp. 1765-1770,
Aug. 2001.

[11] A. Zoubir, P. Charge and Y. Wang , “Non circular
sources localization with ESPRIT,” in Proc. European
Conference on Wireless Techology (ECWT 2003), Mu-
nich, Germany, Oct. 2003.

[12] M. Haardt and F. Romer, “Enhancements of unitary E-
SPRIT for non-circular sources,” in Proc. IEEE Int. Con-
f. on Acoust., Speech, and Signal Processing (ICASSP),
Montreal, Canada, pp. 101-104, May 2004.

3065

[13] J. Steinwandt, F. Romer and M. Haardt, “Performance
analysis of ESPRIT-type algorithms for non-circular
sources,” in Proc. IEEE Int. Conf. on Acoust., Speech,
and Signal Processing (ICASSP), Vancouver, Canada, p-
p- 3986-3990, May 2013.

[14] Y. Shi, L. Huang, C. Qian and H. C. So, “Direction-of-
arrival estimation for noncircular sources via structured
least squares-based esprit using three-axis crossed array,”
IEEE Trans. Aerospace and Electronic Systems, vol. 51,
no. 2, pp. 1267-1278, Apr. 2015.

[15] M. Wax and T. Kailath, “Detection of signals by infor-
mation theoretic criteria,” IEEE Trans., Acoust., Speech,
Signal Processing, vol. ASSP-33, no. 2, pp. 387-392,
Apr. 1985.

[16] M. Wax and I. Ziskind, “Detection of the number of
coherent signals by the MDL principle,” IEEE Trans. A-
coust., Speech, Signal Process., vol. 37, no. 8, pp. 1190-
1196, Aug. 1989.

[17] M. Wax and T. Kailath, “Detection of signals by infor-
mation theoretic criteria,” IEEE Trans. Acoust., Speech,
Signal Process., vol. 33, no. 2, pp. 387C392, Apr. 1985.

[18] L. Huang, S. Wu and X. Li, “Reduced-rank MDL
method for source enumeration in high-resolution array
processing,” IEEE Trans. Signal Processing, vol. 55, no.
12, pp. 5658-5667, Dec. 2007.

[19] L. Huang, T. Long, E. Mao and H. C. So, “MMSE-based
MDL method for robust estimation of number of sources
without eigendecomposition,” IEEE Trans. Signal Pro-
cessing, vol. 57, no. 10, pp. 4135-4142, Oct. 2009.

[20] E. Romer and M. Haardt, “Deterministic Cramr-Rao
bounds for strict sense non-circular sources,” in Proc.
ITG/IEEE Workshop on Smart Antennas (WSA), Vienna,
Austria, Feb. 2007.

[21] J. Steinwandt, F. Romer and M. Haardt, “Determinis-
tic Cramer-Rao bound for strictly non-circular sources
and analytical analysis of the achievable gains,” arXiv
preprint arXiv:1504.00203, Apr. 2015.

[22] J. Li and Jr. R. T. Compton, “Maximum likelihood an-
gle estimation for signals with known waveforms,” IEEE
Trans. Signal Process., vol. 41, n0. 9, pp. 2850-2862, Sep.
1993.

[23] R. Krummenauer, R. Ferrari, R. Suyama, et al “Max-
imum likelihood-based direction-of-arrival estimator for
discrete sources,” Circuits, Systems, and Signal Process-
ing, vol. 32, no. 5, pp. 2423-2443, Mar. 2013.



