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ABSTRACT
Traditional interference suppression approaches will enjoy
the additional benefits when angle as well as polarization
domain information are involved by polarization sensitive
array (PSA). However, the information from range domain
and its collaboration with other domains are rarely explored.
In this paper, we present the polarization sensitive frequency
diverse array (PSFDA) which combines frequency diverse
array (FDA) and PSA for robust angle-range-polarization
beamforming. To improve the angle-range-polarization res-
olution, the sparse reconstruction respective of compressive
sensing is further applied. Theoretical analysis and simu-
lation results demonstrate that our proposed algorithm can
provide the good range-polarization resolution not just the
target direction.

Index Terms— Frequency diverse array (FDA), Polar-
ization sensitive FDA (PSFDA), angle-range-polarization
beamforming, sparse constraint, convex optimization, array
pattern synthesis.

I. INTRODUCTION
To fully exploit the inherent information to improve the

performance of an array, polarization signal processing tech-
nique [1], [2] has been explored to suppress interferences.
Multi-domain signal processing [3], [4] can improve array
performance by exploiting the multi-domain information
such as spatial, time, polarization, frequency, etc. However,
the advantages of range domain information has not been
sufficiently explored.

Recently, a new array named frequency diverse array
(FDA) which applies a small frequency increment, compared
with the carrier frequency, between contiguous elements,
has received much attention [5]–[7]. Two issued patents
[6], [7] discussed the increased degrees of freedom (DOFs),
and Mustafa et al. [8] analyzed the range, angle and time
periodicity of FDA radiation pattern. Different from phased-
array providing only angle-dependent beampattern, FDA
provides angle-range-dependent beampattern [9]–[14].The
angle-range-dependent beampattern makes the FDA have
wide applications in target imaging [15], localization [16],
[17], bistatic radar [12], [18]–[20], range-dependent interfer-
ence suppression and target localization [16], [17]. However,
existing literature concentrate on conceptual FDA system

design, and little work about the joint applications of FDA
and MIMO radars can be found [12]. Although the angle-
range coupling in FDA will induce a degradation for the
filter performance, it still better than a conventional uniform-
linear phased-array. In this work, to further enhance the
interference mitigation capability, we propose a polarization
sensitive FDA (PSFDA) using polarization sensitive array
(PSA). Furthermore, we propose an angle-range-polarization
beamforming algorithm by jointly using the sparse recon-
struction theory [21], [22] and convex optimization [23], the
proposed angle-range-polarization-dependent beamforming
can provide effectively suppress both clutter and interfer-
ences that is not accessible for conventional phased-array
systems.

The remainder of this paper is organized as follows.
Section II introduces the PSFDA array and formulates its
received signal model. The resultant angle-range-polarization
beamforming problem is analyzed in Section III, along with
the proposed angle-range-polarization-dependent beamform-
ing algorithm based on the sparse reconstruction. Extensive
simulation results and discussions are provided in Section
IV. Finally, conclusions are drawn in Section V.

II. PSFDA ARRAY AND SIGNAL MODEL
II-A. Frequency Diverse Array

Consider an M -element linear transmit FDA with uniform
spacing d = λ/2 with λ being the wavelength. The radiated
frequency of the m-th element is [5]

fm = f0 + (m− 1) ·∆f, m = 1, 2, . . . ,M (1)

where f0 and ∆f represent the carrier frequency and fre-
quency increment, respectively. Taking the first element as
the reference for the array, the phase difference between the
m-th element and reference element for a given far-field
point with direction θ and range r can be expressed as

∆ψm−1 = ψm − ψ1

≈ −2πf0(m− 1)dsinθ

c
+

2πr(m− 1)∆f

c

− 2π(m− 1)2∆fdsinθ

c

(2)

using the approximation rm ≈ r − (m − 1)d sin θ, where
c is the speed of light. In (2), the first term is the same to
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conventional array factor seen frequently in phased-array.
The second term shows that the FDA radiation pattern
depends on both the range and the frequency increment.
The third term is generally ignored due to a small frequency
increment and far field assumption, such that f0 � ∆f and
source distance r � dsinθ. Then the steering vector of a
standard FDA can be expressed as (3).

a(θ, r) =
[
1 e−jυ2 · · · e−jυM

]T (3)

where υm = 2πf0(m−1)dsinθ
c − 2πr(m−1)∆f

c ,m = 1, 2, ...,M .

II-B. Polarization Sensitive Array
In a right-hand spherical coordinate system, with u repre-

senting the direction of propagation and the orthogonal basis
defined by a pair of orthogonal component v1 and v2. The
measurement model of the vector sensor is given by [24][

yE(t)
yH(t)

]
=

[
I3

(u×)

]
VQhs(t) +

[
eE(t)
eH(t)

]
, (4)

where I3 is the third order identity matrix, and (u×) =[
0 − uz uy
uz 0 − ux
−uy ux 0

]
, ux, uy, uz are the x, y, z compo-

nents of the vector u = [cosθcosφ, sinθcosφ, sinφ]T , which
indicates the unit direction vector from sensor to source, and
the matrix V, Q and vector h are given by

V =

 V
(E)
x

V
(E)
y

V
(E)
z

 =

[ −sinθ − cosθsinφ
cosθ − sinθsinφ

0 cosφ

]
, (5)

Q =

[
cosα sinα
−sinα cosα

]
,h =

[
cosβ
jsinβ

]
(6)

where θ ∈ [0, 2π), φ ∈ [−π/2, π/2], α ∈ (−π/2, π/2]
and β ∈ [−π/4, π/4] are the azimuth, elevation, polarized
ellipse’s orientation and eccentricity angles, respectively,
eE(t) and eH(t) are the noise components of electric and
magnetic fields, respectively.

Extending from (4) and assuming that the signal sources
are narrowband, the measurement model of a vector sensor
array in a multiple source environment, can be expressed as[

yE(t)
yH(t)

]
︸ ︷︷ ︸

y(t)

=

K∑
k=1

a(Λk)sk(t) +

[
eE(t)
eH(t)

]
︸ ︷︷ ︸

n(t)

, (7)

a(Λk) = Ω

[
I3

(uk×)

]
VkQkhk

where Λk = [θk, φk, αk, βk] denotes the direction and
polarization parameters of the k-th source signal, Ω is a
N × 6 selection matrix elements of “1” and “0”, indicating
the component of the electromagnetic field measured by the
n-th sensor.

Extending the model to an array with M vector sensors,
we can define the array response as

b(θk, φk)⊗a(θk, φk), (8)

where a(θk, φk) = Ω

[
I3

(uk×)

]
Vk embeds all the

electromagnetic sources directional information, and the
⊗ is the Kronecker Product , and b(θk, φk) =[
ej2πp

T
1 uk/λ, ej2πp

T
2 uk/λ, . . . , ej2πp

T
Muk/λ

]T
represents the

phase of the planewave at the position pi of the i-th vector
sensor (i = 1, . . . ,M ). Then the complex envelope of the
measurements can be expressed as

y(t) =

K∑
k=1

[b(θk, φk)⊗a(θk, φk)] Qkhksk(t) + n(t). (9)

According to the calculation rule of Kronecker Product
(A⊗B)C = A⊗(BC), where A is a column vector, (9) can
be rewritten as

y(t) =

K∑
k=1

b(θk, φk)⊗ [a(θk, φk)Qkhk] sk(t) + n(t)

=

K∑
k=1

b(θk, φk)⊗g(θk, φk, αk, βk)sk(t) + n(t).

(10)
where g(θk, φk, αk, βk) = a(θk, φk)Qkhk.

II-C. Signal Model of PSFDA
Assume an x-electric-component sensor and an y-electric-

component sensor are used for each vector sensor, where
each vector owns a different operating frequency, the PSFDA
array arrangement with orthogonal dipole uniformly spaced
is shown in Fig. 1. A joint angle-range-polarization steering
vector of PSFDA is produced and thus the PSFDA transmit-
ted signal is reformulated as

Z(t) =

K∑
k=1

c(Λk)⊗b(θk, φk)sk(t) + n(t)

=

K∑
k=1

c(Λk)⊗ [ba,k(θk, φk)� br,k(θk, φk)] sk(t) + n(t)

=

K∑
k=1

g(ϑk)sk(t) + n(t)

(11)

where c(Λ) =

[
−sinθ − cosθsinφ
cosθ − sinθsinφ

] [
cosα sinα
−sinα cosα

]
[

cosβ
jsinβ

]
, ba,k(θk, φk) =

[
1 e−jϕa,k · · · e−j(M−1)ϕa,k

]T
with ϕa,k = 2πf0dsinθkcosφk/c, br,k(θk, φk) =[
1 ejψr,k · · · ej(M−1)ψr,k

]T
with ψr,k = 2πrk∆f/c.

In doing so, we get a spatio-polarized-range manifold
g(ϑk), which denotes the spatio-polarized-range information
ϑk = (θk, φk, αk, βk, rk) for the k-th signal. The PSFDA
steering vector depends on angle, range, frequency and
polarization status as shown in (11). This means any
parameter variations of the returned signals in these domain,
will be reflected in PSFDA. These would serve as an
effective discriminator in the mixed signals composed of
target and inferences.
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Fig. 1: Polarization Sensitive Frequency Diverse Array

III. PROPOSED ANGLE-RANGE-POLARIZATION
BEAMFORMER

The PSFDA output of the M pairs of crossed dipoles,
induced by the K = J+1 signals in the presence of additive
noise n(t) is given by

Z(t) = g(ϑs)s(t) +
J∑
j=1

g(ϑj)ij(t) + n(t), t = 1, . . . , T

(12)
where g(ϑs) and g(ϑj) (j = 1, . . . , J) are the desired signal
steering vector and interference steering vectors, respective-
ly. The interest signal s(t), interferences ij(t) (j = 1, . . . , J)
and n(t) are assumed to be zero-mean uncorrelated gaussian
processes.

Let Rz denote the 2M×2M theoretical covariance matrix
of the array snapshot vectors. We assume that Rz > 0 is a
positive definite matrix with the following form,

Rz = σ2
sg(ϑs)g

H(ϑs) +

J∑
j=1

σ2
jg(ϑj)g

H(ϑj) + N (13)

where σ2
s and σ2

j (j = 1, . . . , J) are the powers of the un-
correlated impinging signal and interferences, respectively,
and N is the noise covariance matrix. Note that, [·]T and
[·]H denote transpose and conjugate transpose respectively,
lower and upper boldface letters are used for vectors and
matrices, respectively, ‖ ·‖1 and ‖ ·‖∞ indicate `1-norm and
`∞-norm of a vector, respectively.

The sparse constraint encourages sparse distribution for all
the array gains Ĝ = [g(ϑ1),g(ϑ2), . . . ,g(ϑL)] (L � K),
with fixed spacing. Actually, the array gains in the mainlobe
are not sparse, that is, the element distribution of the
beam pattern is dense as a solid block. So the `1-norm
minimization based sparse constraint is added only on the ar-
ray Ĝs = [g(ϑ1),g(ϑ2), . . . ,g(ϑs−q),g(ϑs+q), . . . ,g(ϑL)]
(L� K) corresponding to sidelobe region of ϑs, where q is
an integer corresponding to the bounds between the mainlobe
and sidelobe of the beampattern. To further improve the
beamforming performance, the `∞-norm minimization is
also imposed on the sidelobe Ĝs. The sparse constraint

beamformer based minimum variance angle-polarization-
range sensitive (MVAPRS) can be recast,

minimize
w

wHRzw + ξ‖wHĜs‖1
subject to ‖wHg(ϕs)− 1‖∞ ≤ η

‖wHĜs‖∞ ≤ η
(14)

where ξ is the weighting factor balancing the minimum
variance constraint on total output energy and the sparse
constraint on the beam pattern, the parameter η is selected
according to desired array performance. The product wHĜs

indicates array gains of the sidelobe, and the sparse beam
pattern constraint ‖wHĜs‖1 is imposed to further suppress
the sidelobe level. As the new pattern shaping constraint in
(14) fits the desired beam pattern better, the performance
would be enhanced. This validity will be demonstrated by
simulation examples in next section.

IV. SIMULATION RESULTS AND DISCUSSIONS
To evaluate the performance of the proposed beamform-

ing technique, we carry out the statistical simulations in
an ideal scenario without steering vector mismatch. In all
numerical simulations, we consider an PSFDA with M = 8
pairs of crossed dipoles and spacing d = 0.5m between
adjacent dipole pairs. Suppose there is one desired signal
and one undesired interference, and uncorrelated polarized
signals which polarization ellipses are known. The signal-to-
interference ratio (SIR) is fixed to -20dB. 100 independent
simulation runs are performed with spatially white gaussian
noise is also assumed.

We first consider a point source. The desired sig-
nal and interference have spatio-polarized characteristic-
s (θs, φs, αs, βs, rs) = (20◦, 60◦,−20◦, 30◦, 10km) and
(θj , φj , αj , βj , rj) = (20◦, 60◦,−20◦, 30◦, 8km), respec-
tively. Fig.2(a) and (b) display the PSA beampattern and
PSFDA beampattern, respectively. The S -shaped PSFDA
beampattern provides angle-range-dependent beam, and
hence it has additional degrees of freedom and potential ap-
plications in suppressing range interference and ambiguous
clutter with the same angle but different range of the target,
while the range-independent PSA beampattern has no such
capabilities.

Besides, we compare the statical results for angle-range-
dependent block -shaped beampattern obtained by the M-
VAPRS beamformer and our proposed beamformer by using
the FDA with logarithmically increasing frequency offset.
Fig. 3 displays the output SINRs versus SNR for T = 100.
For a fixed SNR=0dB, the SINRs versus the number of snap-
shots T as shown in Fig. 4. The results clearly demonstrate
that our proposed beamformer substantially outperforms the
MVAPRS beamformer for SNR> 0dB. In addition, since the
proposed algorithm is convex optimization problem, which
has been proved in [25], it can be efficiently resolved by
CVX software [26].

V. CONCLUSIONS
In this paper, we first formulated PSFDA signal model,

and then we proposed a corresponding beamformer based
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(a) PSA beampattern

(b) PSFDA beampattern

Fig. 2: Comparative beampattern between PSA and PSFDA,
where ∆f = 30kHz,N = 8, f0 = 2GHz, and d = λ/2.

on MVAPRS and sparse constraint. The proposed adaptive
beamformer shows superiority to the conventional MVAPRS
beamformer and PSA beamformer in terms of nulling inter-
ferences, while maintaining desired signal.
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