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ABSTRACT

Web applications for watching omnidirectional video through head-
mounted displays (HMDs) or smartphones have been widely dis-
tributed. The goal of this study was to generate binaural sounds
corresponding to the user viewpoint. Assuming that a microphone
array is used for sound recording, the enhanced signal for each an-
gular region can be extracted. By convolving head-related transfer
functions (HRTFs) and enhanced signals and re-synthesizing them,
binaural sounds corresponding to the user viewpoint can be virtually
generated. In this paper, we propose a method for achieving angu-
lar region-wise source enhancement by generating a multichannel
Wiener filter based on the power spectral density (PSD)-estimation-
in-beamspace method. To measure user localization when watching
omnidirectional video through an HMD, we used a system that en-
ables the generation of binaural sounds corresponding to the user
viewpoint in real time. Through subjective tests, we confirmed that
sound localization corresponding to the user viewpoint can be ob-
tained when applying about a 40-degree angular region-wise source
enhancement.

Index Terms— omnidirectional camera, microphone array, bin-
aural sound, head-related transfer functions (HRTFs), source en-
hancement

1. INTRODUCTION

In virtual reality (VR), simulating presence as if being in a remote
place has been actively studied. Because many approaches have
been investigated to address this issue, many types of omnidirec-
tional cameras and head-mounted displays (HMDs) have been re-
leased recently. Capturing omnidirectional video is possible through
web video streaming services or smartphone applications. Despite
the fact that the user viewpoint seamlessly changes, the streamed
sounds through headphones are fixed even when the user viewpoint
changes. Thus, the goal of this study was to generate binaural sounds
corresponding to the user viewpoint.

Several methods for virtually generating binaural sounds corre-
sponding to user control, such as those involving selective listening
point (SLP) audio [1], an interactive controller [2], and instrument
equalizer [3], have been studied. The SLP audio method was devel-
oped for generating binaural sounds corresponding to free viewpoint
TV [4, 5]. Sounds are captured by placing many microphones to sur-
round the acoustic field and a sound separation algorithm based on
frequency-domain independent component analysis (FD-ICA) [6]-
[11] is applied. After generating fixed linear filters to extract sepa-
rate sources grouped into several localized regions and convolving
them with head-related transfer functions (HRTFs) [12] from their
positions to the listener’s ears, virtually generating binaural sounds
corresponding to the user control (e.g. mouse dragging) is possible.

However, since FD-ICA is a batch-based algorithm, it is difficult to
adaptively update filters to follow the sound source movement.

To generate binaural sounds independently of the position/number
changes on sound sources, a source enhancement method for divid-
ing the acoustic field evenly into several areas (e.g. equiangu-
lar regions) should be applied. This is preferable for application
to omnidirectional video viewing since separated signals are re-
synthesized after convolving with HRTFs. We previously developed
the PSD-estimation-in-beamspace method, which may be an effec-
tive method for enhancing the signals arriving from the identified
angular region [13, 14]. By using multiple beamforming output
signals, the PSD of the sound sources arriving from the identified
angular region and that of surrounding noise can be estimated. By
designing Wiener filter using estimated PSDs, it may be possible to
segregate signals arriving from the identified angular region from
surrounding noise signals. Thus, by adjusting PSDs among adja-
cent angular regions, the multichannel Wiener filters for angular
region-wise source enhancement can be generated.

For this study, we (i) expanded the PSD-estimation-in-beamspace
method for angular region-wise source enhancement and (ii) eval-
uated our real-time omnidirectional video viewing system. When
a user wears an HMD equipped with a gyro sensor, his/her head
orientation can be captured in real time. By convolving the sep-
arated signals and HRTFs corresponding to the head motion and
re-synthesizing them, the binaural sounds corresponding to the user
viewpoint can be generated. Since the received sounds and displayed
images vary with head motion, the localization of each user would
adapt to the viewing content. For such a situation, we investigated
the relationships between user localization with/without our angular
region-wise source enhancement method through subjective tests.

This paper is organized as follows. In Sec. 2, we give a sys-
tem overview of generating binaural sounds and details of our angu-
lar region-wise source enhancement method. In Sec. 3, we explain
our omnidirectional video viewing system. After discussing the sub-
jective tests we discuss our evaluation of our omnidirectional video
viewing system in Sec. 4 and conclude this paper in Sec. 5.

2. BINAURAL SOUND GENERATION
CORRESPONDING TO USER VIEWPOINT

2.1. System overview

Let us assume that K sound sources are observed with a microphone
array composed of M sensors. The k-th source signal and m-th ob-
servation signal in the frequency ω and frame-time τ are denoted
as Sk,ω,τ and Xm,ω,τ , respectively. When the transfer function be-
tween them is denoted as Am,k,ω , M observation signals xω,τ are
modeled as

xω,τ = Aω sω,τ + nω,τ , (1)
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Fig. 1. Signal processing flow to generate binaural sounds corresponding to user viewpoint

where

xω,τ = [X1,ω,τ , . . . , XM,ω,τ ]
T, (2)

ak,ω = [A1,k,ω, . . . , AM,k,ω]
T, (3)

Aω = [a1,ω, . . . ,aK,ω], (4)

sω,τ = [S1,ω,τ , . . . , SK,ω,τ ]
T, (5)

nω,τ = [N1,ω,τ , . . . , NM,ω,τ ]
T, (6)

Here, T and Nm,ω,τ denote the transposition and incoherent back-
ground noise at the m-th microphone, respectively.

We now explain the generation of binaural sounds corre-
sponding to the user viewpoint, which are denoted as bω,τ =

[B
(Left)
ω,τ , B

(Right)
ω,τ ]T. The user head orientation at τ is represented in

polar coordinates as Ψτ = [Ψ
(Hor)
τ ,Ψ

(Ver)
τ ]T and can be obtained

from the gyro sensor installed in the HMD or smartphone. The di-
rectivity of the sound source and background noise are ignored. The
binaural sounds corresponding to the user viewpoint are outputted
by convolving HRTFs with the sound source as

B(Left)
ω,τ ≈

K∑
k=1

H
(Left)
k,Ψτ ,ω Sk,ω,τ , (7)

B(Right)
ω,τ ≈

K∑
k=1

H
(Right)
k,Ψτ ,ω Sk,ω,τ , (8)

where H
(Left)
k,Ψτ ,ω and H

(Right)
k,Ψτ ,ω are the HRTFs between the k-th

source position and user left/right ear, respectively.
By taking into account that HRTFs do not drastically vary

with slight position change, grouping source signals in a local
angular region (localized signal) will have no appreciable ef-
fect on user localization. Thus, we aimed to extract L localized
signals whose shaft centers are respectively toward the direction
Θl = [Θ

(Hor)
l ,Θ

(Ver)
l ]T (l = 1, . . . , L) instead of extracting source

signal individually. Although a method of extracting localized sig-
nals, which are denoted as ZΘl,ω,τ (l = 1, . . . , L), is explained in
Sec. 2.2, those signals are assumed to be already prepared in this
section. In such a situation, the binaural sounds corresponding to
the user viewpoint are approximately calculated as

B(Left)
ω,τ ≈

L∑
l=1

H
(Left)
Θl,Ψτ ,ω ZΘl,ω,τ , (9)

B(Right)
ω,τ ≈

L∑
l=1

H
(Right)
Θl,Ψτ ,ω ZΘl,ω,τ , (10)

where H
(Left)
Θl,Ψτ ,ω and H

(Right)
Θl,Ψτ ,ω are the HRTFs from the represen-

tative direction of the l-th region to the user’s left/right ear, respec-
tively. An overview of generating bω,τ is shown in Fig. 1.

Although HRTFs vary with the room reverberation time, indi-
viduality of the auricle/head structure, and distance from source to
receiver [12], we ignored this for this study. This makes it possi-
ble to simply represent H(Left)

Θl,Ψτ ,ω and H
(Right)
Θl,Ψτ ,ω . Specifically, they

are selected from a database [15] composed of impulse responses
measured by discretely placing a loudspeaker and a head-and-torso
simulator (HATS) in a low reverberation room.

2.2. PSD estimation in beamspace

To achieve angular region-wise source enhancement, we expanded
the PSD-estimation-in-beamspace method [13]. By applying beam-
forming to xω,τ or simply observing signals with, e.g., shot-
gun microphones, the source signals arriving from Θl are as-
sumed to be pre-enhanced, and L pre-enhanced signals yω,τ =
[YΘ1,ω,τ , . . . , YΘL,ω,τ ]

T are obtained. Assuming that the source
signals are uncorrelated, the PSD of YΘl,ω,τ is modeled as

φYΘl
,ω =

〈|YΘl,ω,τ |2
〉 ≈

K∑
k=1

|DΘl,k,ω|2φSk,ω, (11)

where 〈·〉 and φSk,ω denote the expectation operator and PSD of the
k-th sound source, respectively. Since the relationships, expressed
by Eq. (11), can be satisfied between pre-enhanced signals and lo-
calized signals, φYΘl

,ω is approximately represented as

φYΘl
,ω ≈

L∑
i=1

|DΘl,Θi,ω|2φSΘi
,ω, (12)

where DΘl,Θi,ω denotes the average sensitivity of the l-th pre-
enhancement to the angular region whose shaft center is Θi, and
φSΘi

,ω represents the PSD of the i-th localized signal. The relation-
ships between φSΘi

,ω and φYΘl
,ω can be modeled in matrix form

as⎡
⎢⎣
φYΘ1

,ω

...
φYΘL

,ω

⎤
⎥⎦

︸ ︷︷ ︸
ΦY,ω

=

⎡
⎢⎣
|DΘ1,Θ1,ω|2 · · · |DΘ1 ,ΘL,ω|2

...
. . .

...
|DΘL,Θ1,ω|2 · · · |DΘL,ΘL,ω|2

⎤
⎥⎦

︸ ︷︷ ︸
Dω

⎡
⎢⎣
φSΘ1

,ω

...
φSΘL

,ω

⎤
⎥⎦

︸ ︷︷ ︸
ΦS,ω

.

(13)

To estimate L localized signals, the inverse problem of Eq. (13)
can be solved. For this study, assuming that sparseness of the sound

2853



Fig. 2. (a) User watches omnidirectional video through HMD and
headphones. (b) Stereoscopic view of HMD

sources in the time-frequency domain is adequately high, the PSD
of the target region and that of surrounding noise can be estimated
frame by frame as

Φ̂S,ω,τ = D−1
ω ΦY,ω,τ . (14)

Although the effect of incoherent background noise is ignored in Eq.
(14) for simplicity, its PSD is separately estimated and subtracted
from each PSD of the localized signal. The details of how to cal-
culate the PSD of incoherent background noise is described in our
previous work [14]. In this study, we estimated the PSD of back-
ground noise assuming that it is temporally stationary.

2.3. Angular region-wise source enhancement by adjusting esti-
mated PSDs of localized signals

To expand the PSD-estimation-in-beamspace method for angular
region-wise sound enhancement, we adjusted multichannel PSDs of
localized signals between adjacent angular regions. When simply
applying Eq. (14), the estimated PSDs may include estimation errors
since the same sound source can be emphasized among adjacent an-
gular regions. This may degrade the sound localization of binaural
signals.

To reduce the PSD estimation error among adjacent angular re-
gions, the region index whose estimated PSD is the highest, de-
scribed by ξτ , is calculated for each frame as

ξτ = argmax
l

∑
ω∈Ω

φ̂SΘl,ω,τ , (15)

By suppressing φ̂SΘl,ω,τ , whose region index is adjacent to Θξτ ,
emphasizing the same sound source in different regions can be
avoided by using

φ̂SΘl,ω,τ =

{
φ̂SΘl,ω,τ (l = ξτ )

0 (l ∈ φτ )
, (16)

where φτ denotes the index set of the adjacent angular region of
Θξτ . Finally, by using adjusted PSDs, a Wiener filter to enhance
signals arriving from the l-th angular region is generated using

GΘl,ω,τ =
φ̂SΘl,ω,τ∑L
i=1 φ̂SΘi

,ω,τ

. (17)

The localized signals are calculated as

Table 1. Conditions for HRTFs measurement [15]

Sampling frequency 44.1 kHz (Up-sampling to 48 kHz)
Room reverberation time 310 ms
# of horizontal angles 72 (5◦ interval)
# of vertical angles 28 (5◦ interval)

(from -45 to 90 degrees)

ZΘl,ω,τ = GΘl,ω,τYΘl,ω,τ . (18)

By applying the inverse fast Fourier transform (FFT) to ZΘl,ω,τ , the
time-domain localized signals are obtained.

3. REAL-TIME OMNIDIRECTIONAL VIDEO
VIEWING SYSTEM

The real-time omnidirectional video viewing system, which includes
an HMD and headphones, as shown in Fig. 2, was used [18]. The
Oculus Rift DK2 (Oculus VR Inc.) was used as the HMD. With
Oculus Rift DK2, wide perspective fish-eye lenses, whose view an-
gle is from 100 to 110 degrees, are mounted in front of the screen
with a graphical resolution of 1920×1080 pixels. To compensate for
the optical distortion originating from the fish-eye lenses, the inverse
characteristics of the lenses are multiplied to the screen-displayed
images for each frame. Also, Ψτ can be observable in real time us-
ing the gyro sensor and triaxial sensor installed in Oculus Rift DK2.
Since the image to cover the visual field is generated and corresponds
to the user ’s head motion, immersive video viewing is possible for
each user.

To solve the problem of large-capacity image-data transmitting
and rendering, we used the H. 264 (MPEG-4 AVC)-based omnidi-
rectional image streaming system [16, 17, 18]. The high-resolution
image captured with an omnidirectional camera is too large to render
to correspond to Ψτ . Instead of streaming uncompressed omnidirec-
tional images, both the entire low-resolution omnidirectional image
(around 0.5 Mbps) and partial high-resolution image corresponding
to the user overlooking region (around 2.0 Mbps) are transmitted in
parallel. To follow quick head motion, low-resolution images are
outputted to the screen after modifying the optical distortion of the
fish-eye lenses. When the user ’s head is fixed to an identified di-
rection for around 5.0 seconds, the resolution of the user viewpoint
is switched from low to high.

For outputting calculated binaural sounds, the ASIO audio
interface (Roland Octa-capture) and headphones (SONY MDR-
CD900ST) are used. The L localized signals are assumed calculated
beforehand. By convolving HRTFs and localized signals, as in Eq.
(10), binaural sounds corresponding to the user viewpoint are gener-
ated in real time. The impulse responses measured by placing HATS
(B&K 4128C) in a soundproof chamber were used as HRTFs [15].
Since the angular interval of the HRTF database is 5.0 degrees, as
shown in Table 1, seamless localization control corresponding to a
user ’s head motion can be achieved.

4. EXPERIMENTS

4.1. Recording setup

Two kinds of futsal (a modified form of soccer) actions were
recorded using an omnidirectional camera (Point Grey Ladybug3)
and an icosahedral microphone array, as shown in Fig. 3. The
icosahedral microphone array was composed of M = 20 shotgun
microphones positioned for each face center. The diameter of the
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Fig. 3. Recording system composed of omnidirectional camera and
icosahedral microphone array

Table 2. Experimental parameters

Sampling frequency 48.0 kHz
Number of microphones, M 20 (shotgun microphone)
Diameter of array 0.4 m
Number of beamspaces, L 20
FFT window length 5.30 ms
FFT shift 2.65 ms

array was 0.4 m. The camera and microphone array were placed on
the futsal court. To prevent the array from being caught on camera,
it was placed 0.5 m below the camera.

The recorded actions were (i) a practice match: players chasing
a ball to score a goal and (ii) ball juggling: four players juggle a ball
alternately while playing word chain. Ball kicking, running around
the field, players shouting, audience cheering, and air conditioning
noise were included in the observed signals. Since the motion of
futsal players was fast during the practice match, the arrival direction
of sounds varied from frame to frame. Since the player position was
nearly fixed for ball juggling, the viewer was able to associate the
arrival direction of sounds while viewing the images.

By dividing the acoustic field into L = 20 equiangular regions
whose center shaft extends from the array center through each mi-
crophone, localized sounds were estimated. The angular difference
between adjacent regions was 41.8 degrees. Since shotgun micro-
phones were used in this experiments, the pre-enhanced signals yω,τ

were equal to xω,τ . Since non-stationary sound sources, such as ball
kicking, were mixed with the observed signals, they were analyzed
in a short window length (5.3 ms). The adjacent regions defined in
Eq. (16) were determined as a hemisphere; thus, the number of si-
multaneous localized sounds was up to 2. The other experimental
parameters are listed in Table 2.

4.2. Subjective evaluations

We conducted subjective evaluations using our omnidirectional
video viewing system. We found that applying our angular region-
wise source enhancement method affected (i) sound localization
corresponding to the overlooking image and (ii) overall sound qual-
ity, which includes the degradation caused from our multichannel
Wiener filtering. As a comparison method, pre-enhanced M = 20
observed signals were simply convolved with HRTFs corresponding
to the user ’s head motion. The participants were six males and the
sequence number for each action and the sound processing method
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(b) Sound quality
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Fig. 4. Subjective evaluation results, (a) sound localization, and
(b) sound quality. (W/O): Without source enhancement processing,
(W): With our angular region-wise source enhancement method.

was five. The length of actions was limited to 20.0 seconds and we
asked each user to rotate his head. The mean opinion scores (MOS)
(5: Excellent, 4: Good, 3: Fair, 2: Poor, 1: Bad) were used as an
evaluation measure.

Fig. 4 shows the MOS scores. The bold horizontal lines in-
dicate the average scores of the six participants and the horizontal
narrow lines indicate the minimum/maximum score. As shown in
Fig. 4(a), the MOS score of sound localization increased by apply-
ing our angular region-wise source enhancement method. However,
some participants rated high score to the comparison method. This
was due to the fact that effective clues for sound localization were in-
cluded in the observation signals since many directivity microphones
(M = 20) were used for observation. As shown in Fig. 4(b), the
sound quality improved a bit with our method. This was due to the
fact that stationary air conditioning noise was suppressed with our
method.

5. CONCLUSION

We proposed an angular region-wise source enhancement method
for our immersive omnidirectional video viewing system. To gen-
erate binaural sounds corresponding to the user viewpoint, we
expanded the PSD-estimation-in-beamspace method as an angular
region-wise source enhancement method. By convolving enhanced
localized signals and HRTFs corresponding to a user’s head motion,
binaural sounds were generated in real time. Through subjective
tests using our omnidirectional video viewing system, we confirmed
that sound localization corresponding to the user viewpoint could be
obtained.

Some issues remain for future work such as investigation of (i)
the relationships between sound localization and angular width to be
separated and (ii) the effect of HRTF individuality.
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