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ABSTRACT

As Internet users increasingly post images to express their daily sen-
timent and emotions, the analysis of sentiments in user-generated
images is of increasing importance for developing several applica-
tions. Most conventional methods of image sentiment analysis focus
on the design of visual features, and the use of text associated to
the images has not been sufficiently investigated. This paper pro-
poses a novel approach that exploits latent correlations among mul-
tiple views: visual and textual views, and a sentiment view con-
structed using SentiWordNet. In the proposed method, we find a
latent embedding space in which correlations among the three views
are maximized. The projected features in the latent space are used
to train a sentiment classifier, which considers the complementary
information from different views. Results of experiments conducted
on Flickr and Instagram images show that our approach achieves
better sentiment classification accuracy than methods that use a sin-
gle modality only and the state-of-the art method that jointly uses
multiple modalities.

Index Terms— image sentiment analysis, multi-view embed-
ding, canonical correlation analysis, SentiWordNet

1. INTRODUCTION

With the popularity of image capturing devices and social media
platforms, we have seen a dramatic increase in our ability to col-
lect digital images in various situations and share them on the Web.
Two pertinent examples that are currently popular are Flickr, which
hosted over 10 billion photos in 2015 [1], and Instagram, which has
grown to have more than 400 million monthly active users [2]. These
images uploaded by Internet users can be considered to reflect vi-
sual aspects of their daily lives. Such ever-growing user-generated
images have potential as a new information source to analyze users’
opinions and sentiment, which enables several applications includ-
ing opinion mining about social events, product marketing, and af-
fective human-machine interaction [3]. Thus, automatic inference of
the sentiment implied in the images has received increasing research
attention in recent years [4–7].

Conventional methods of image sentiment analysis have aimed
to design effective visual features for training sentiment polarity
classifiers [4–6]. However, due to the affective gap between low-
level visual features and high-level concepts of human sentiments,
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it is difficult to directly associate the visual features with senti-
ment labels. On the other hand, studies about image annotation,
not particularly focusing on sentiment analysis, have reported that
the collaborative use of textual features around training images
(e.g., tags and descriptions) can improve the image content recog-
nition [8, 9]. Inspired from these studies, to bridge images and
sentiment, we should investigate how to introduce additional views
obtained from textual information to the feature space for training a
sentiment classifier.

In this paper, we present a novel image sentiment analysis
method that uses latent correlations among visual, textual, and sen-
timent views of training images. In the proposed method, we first
extract features from pairs of images and text to construct visual
and textual views. To highlight the sentiment information in the
text, we introduce an external sentiment knowledge base, Senti-
WordNet [10], which forms the sentiment view. Then, using a
framework of multi-view canonical correlation analysis (CCA) [11],
we calculate a latent embedding space in which correlations among
the three views are maximized. Specifically, to capture the non-
linear relationship between features, we introduce explicit feature
maps [12, 13] to CCA. Finally, using the features that are projected
to the latent embedding space, we train a sentiment classifier. Be-
cause the latent space learns the alignments of multiple views, our
method corresponds to effectively exploiting the textual information
of the training images even if a testing image only has a visual view.
Our experiments were conducted on a collection of images from
Flickr and Instagram, to which sentiment labels were assigned via
crowdsourcing. Results of the experiments show that our three-view
approach outperforms the conventional methods.

In summary, the main contributions of this paper are twofold:
(i) most conventional methods use only visual features of training
images, while we propose a novel image sentiment classification
method that can exploit visual, textual, and sentiment views of the
training images; and (ii) with experiments designed via crowdsourc-
ing, we show that the complementary use of multiple views of the
images can classify image sentiment better than the conventional
methods do.

2. RELATED WORK

The idea of associating low-level visual features with sentiments has
been investigated based on psychology and art theory using rela-
tively small and controlled datasets [14,15], while recent works have
started to analyze the sentiments of unconstrained real-world images
on social media [4–7]. Typically, the goal is to determine the sen-
timent polarity of images, i.e., positive or negative. To train a sen-
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timent polarity classifier, color histogram and SIFT-based features
of images are used in [4]. In [5], emotion-related adjective-noun
pairs were selected for image sentiment analysis, and their classi-
fiers, called SentiBank, were trained based on low-level visual fea-
tures. The detector response of SentiBank was used to form a mid-
level representation of an image. Similarly, attribute features includ-
ing facial expression were used as mid-level features in [6]. These
conventional methods focus on how to design visual representation
for sentiment analysis, and other available views of the data (e.g., tag
concurrence) are discarded in training classifiers. Recently, Wang
et al. [7] exploited both visual content and textual information for
sentiment-based image clustering in a nonnegative matrix factoriza-
tion framework. However, the method in [7] has severe sensitivity to
the initialization, and the experiments in this paper demonstrate that
our method outperforms the conventional method.

The use of correlations among visual and textual features asso-
ciated to images has improved several image annotation and cross-
modal retrieval tasks [8, 9, 16–20], but its effectiveness has not been
fully demonstrated in image sentiment analysis. Thus, this paper
aims to use the latent correlations among multiple views for better
sentiment analysis. Canonical correlation analysis (CCA) [21] is one
of the techniques typically used to learn the alignments of multiple
views, but it only models the linear relationship between random
variables. Several nonlinear extensions such as kernel CCA [11]
and Deep CCA [22] have been proposed to reveal nonlinear relation-
ship between the variables. However, these methods are intractable
for large-scale datasets due to their high computational complexity
and memory use. In contrast, recent advances of explicit feature
maps [12, 13] can convert nonlinear problems to linear problems,
which can be solved by linear frameworks with a low computation
cost [9, 23]. Following these studies, we introduce the explicit fea-
ture maps to CCA in the proposed method.

3. IMAGE SENTIMENT ANALYSIS USING LATENT
CORRELATIONS AMONG MULTIPLE VIEWS

This section presents a novel image sentiment analysis method that
uses latent correlations among multiple views. An overview of the
proposed method is shown in Fig. 1. As shown, we first extract
features from each view (See 3.1). Then, after learning the multi-
view embedding space (See 3.2), the latent embedding space is used
to train an image sentiment polarity classifier (See 3.3).

3.1. Design of views for learning a latent embedding space

Our image sentiment analysis approach exploits three types of fea-
tures: visual, textual, and sentiment views. This subsection describes
the details of feature extraction from each view.

Visual features: Following the feature design used in recent visual
classification methods [9,18,19], we represent image appear-
ance using a combination of different visual descriptors: a 3×
256 dimensional histogram extracted from RGB color chan-
nels, a 512 dimensional GIST descriptor, a Bag-of-Words
quantized descriptor using a 1, 000 word dictionary with a
2-layer spatial pyramid and max pooling. We also extract
the following mid-level features: 2,000-dimensional attribute
features [24] and 1,200-dimensional SentiBank outputs [5].
For GIST features, attribute features, and SentiBank features,
we use the random Fourier feature mapping [12] to approx-
imate the Gaussian kernel. All other histogram-based fea-
tures were mapped using the exact Bhattacharyya kernel map-
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Fig. 1. An overview of the proposed method.

ping [13]. Finally, similar to [9], we reduce each kernel-
mapped feature to 500 dimensions using PCA and the final
concatenated feature results in a 2,500-dimensional vector.

Textual features: The second view consists of textual features,
which are extracted from text associated to images. We first
construct a vocabulary from a training dataset and represent
the textual features of an image using a traditional bag-
of-words approach, which counts how many times a word
appears in text around the image. Following [8, 9], we use
the linear kernel for the textual features, which counts the
number of words shared between two images. Since this
representation is highly sparse, we exploit SVD for large
and sparse matrices [25] to reduce the dimensions of the
textual feature matrix. In this paper, we experimentally set
the dimension of final textual representation to 1, 500.

Sentiment features: The third view aims to characterize the senti-
ment aspect of the associate text. For this, we use an exter-
nal knowledge base, called SentiWordNet [10]. It is based
on the well-known English lexical dictionary WordNet [26],
and has been utilized in text-based opinion mining tasks [27].
In SentiWordNet, three types of sentiment scores, “positiv-
ity,” “negativity,” or “objectivity,” are assigned to each Word-
Net synset. We use these scores to construct a vocabulary of
sentiment-related words. Specifically, we select words whose
sentiment scores of either positive or negative are larger than
a pre-defined threshold. Then, based on the constructed vo-
cabulary, we calculate the sentiment features of an image in
the bag-of-words approach. Finally, we apply the SVD to the
feature matrix to reduce its dimensionality. The resulting fea-
ture is represented as a 20-dimensional vector.

We will use v, t, s to denote the indexes of the visual, textual, and
sentiment views, respectively.

3.2. Finding Latent Correlations Among Multiple Views

This subsection describes how to find latent correlations among mul-
tiple views using a framework of the generalization of canonical
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correlation analysis [11]. Let Xi (i ∈ {v, t, s}) denote the feature
matrix of the i-th view, and the similarity between two feature vec-
tors x, x′ in the i-th view is defined by a kernel function Ki such that
Ki(x, x′ ) = ϕi(x)ϕi(x′ ). We want to find projection matrices Wi

which maps the i-th view into the latent embedding space. The
canonical correlation problem can be transformed into a distance
problem such that the distances in the resulting space between each
pair of views for the same image are minimized [11]. The objective
function to learn the latent space is as follows:

min
Wv ,Wt ,Ws

∑
i, j∈{v,t,s}

‖ϕi(Xi)Wi − ϕ j(X j)W j‖
2
F

subject to WT
i ΣiiWi = I, wT

ikΣi jw jl = 0, i, j ∈ {v, t, s}, i , j

k, l = 1, · · · , d, k , l. (1)

where Σi j is a covariance matrix between ϕi(Xi) and ϕ j(X j), and wik

represents the k-th column of the matrix Wi. In the conventional
kernel CCA [11], kernel trick is used in Eq. (1). To reduce the
computation complexity, one can use explicit feature maps [12, 13].
Let φ̂(x) denote an explicit feature mapping such that Ki(x, x′ ) =

φ̂(x)φ̂(x). Instead of using the kernel trick, the mapping φ̂(x) can
be substituted to the objective function [9]. Solving the following
generalized eigenvalue problem provides the solution of Eq. (1):

S11 S12 S13

S21 S22 S23

S31 S32 S33


w1

w2

w3

 = λ

S11 0 0
0 S22 0
0 0 S33


w1

w2

w3

 , (2)

where Si j = ϕ̂i(Xi)ϕ̂ j(X j) is the covariance matrix between the i-th
and j-th views, and wi is a column of Wi. This multi-view formula-
tion has recently proven to be effective for cross-modal retrieval and
image annotation [9, 19]. In the following subsection, we describe
how to use the latent space learned from multiple views for image
sentiment analysis.

3.3. Sentiment polarity classification using latent correlations
among multiple views

Using the projection matrices Wi, the features of the i-th view of the
training images can be represented in the latent space as follows:

Pi = ϕ̂i(Xi)WiDp, (3)

where D is a diagonal matrix whose elements are the eigenvalues of
each dimension in the embedding space. p is a weighting param-
eter, which is set to 4 as in [9, 19]. Using Eq. (3) for each view,
we represent the final feature matrix of training images as the con-
catenation of Pv, Pt, and Ps. If we consider the case in which text
of testing images is unavailable, we concatenate the projection Pv to
the original feature, following the conventional cross-modal retrieval
method [18]. Based on the new feature representation of the training
dataset with sentiment labels, we learn a sentiment polarity classifier.
In this paper, we exploit a linear SVM, which is also used in the con-
ventional methods [4, 5]. Note that although this paper focuses on
binary classification as well as the conventional methods [4, 5], our
method can be easily extended to multi-class sentiment classification
(e.g., positive, negative, and neural). Given a testing image, we also
extract features from available views (either or both of visual and
textual views) and classify the features projected to the embedding
space.

Table 1. The number of positive and negative images in each dataset.

Positive Negative
Flickr dataset 48,139 12,606

Instagram dataset 33,076 9,780

4. EXPERIMENTS

4.1. Dataset construction

To conduct experiments, we collected a set of images from Flickr
and Instagram as follows.
• Flickr dataset. From Flickr, we first downloaded a set of

image IDs provided by [28]. Some images were unavailable,
and limiting the number of images for each Flickr user to 70,
we obtained 105, 587 images. The most frequent words are
“view,” “black,” “photo,” “canon,” “nikon,” and “film.”

• Instagram dataset. This dataset was constructed by our-
selves from Instagram. Using each of the emotional words
listed in SentiWordNet as a query keyword, we crawl a set
of images. The total number of images was 120, 000. This
dataset contains more images that reflect users’ daily lives
than Flickr dataset. The most frequent words are “love,”
“like,” “life,” “day,” and “new.”

In this experiment, we extracted textual and sentiment features from
tags and descriptions associated to images.

To evaluate the performance of image sentiment classification,
we prepared sentiment labels of images via crowdsourcing. Con-
ventional methods exploited pseudo sentiment labels using the au-
tomatic annotation algorithm based on image tags [4, 7], but it is
unreliable due to the noisy tags or lack of tags. To the best of our
knowledge, this paper is the first to provide sentiment polarity la-
bels to large-scale image datasets by crowdsourcing-based human
annotations. Specifically, we chose CrowdFlower1 as a platform,
and presented each image for subjective evaluation. For each im-
age, three workers were asked to provide a sentiment score. They
could choose on a discrete five-point scale labeled with “highly pos-
itive,” “positive,” “neutral,” “negative,” and “highly negative.” The
final construction of the ground truth exploited the majority votes
of polarity for each image. Table 1 shows the details of the num-
ber of positive and negative images in each dataset. Since this ex-
periment targets on the binary classification problem following the
previous works [4, 5], we discarded the images labeled by “neutral”
and the images resulting in disagreement among workers. Note that
our method can be extended to the multi-class classification prob-
lem, which will be performed in our future work. The datasets with
sentiment labels is available on the Web2.

4.2. Baselines

We compare the performance of our multi-view embedding-based
approach with the following conventional methods, which exploit
either visual or textual view: a low-level visual feature-based
method [4] (denoted as Low), a mid-level visual feature-based
method [5] (denoted as SentiBank), a method that concatenates
low-level visual features with the mid-level features (denoted as
Low&SentiBank), and a textual feature-based method [10] (de-
noted as SentiStrength3). Note that for Low [4], we use the same

1http://www.crowdflower.com/
2http://mm.doshisha.ac.jp/senti/CrossSentiment.html
3http://sentistrength.wlv.ac.uk/
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Table 2. Average and standard deviation of the classification accu-
racy of image sentiment polarity for 10 runs in each dataset. Note
that for Low [4], we use the same visual feature set as those de-
scribed in Sec. 3.1, except for SentiBank outputs.

Method Flickr dataset Instagram dataset
Random 49.78 ± 1.05% 50.06 ± 1.09%
Low [4] 69.44 ± 0.85% 67.16 ± 1.28%

SentiBank [5] 70.01 ± 0.63% 67.26 ± 1.12%
Low&SentiBank 70.54 ± 1.00% 68.03 ± 1.36%

SentiStrength [29] 59.30 ± 0.87% 62.78 ± 0.91%
USEA [7] 51.87 ± 1.76% 52.61 ± 2.00%

LC(V+T)+P(V) 70.94 ± 0.67% 68.29 ± 1.42%
LC(V+S)+P(V) 70.67 ± 0.78% 65.44 ± 1.16%

LC(V+T+S)+P(V) 72.36 ± 0.41% 68.54 ± 1.14%
LC(V+T)+P(V+T) 74.42 ± 0.67% 72.43 ± 1.54%
LC(V+S)+P(V+S) 68.98 ± 1.01% 69.35 ± 1.08%
LC(T+S)+P(T+S) 64.63 ± 0.91% 66.50 ± 0.49%

LC(V+T+S)+P(V+T+S) 74.77 ± 0.82% 73.60 ± 0.88%

visual feature set as those described in Sec. 3.1, except for Sen-
tiBank outputs. By comparing these methods in terms of using a
single view of the testing data, we investigate the effectiveness of
our multi-view embedding approach. For each method, we used
Liblinear4 to train a linear SVM, and the soft margin parameter C of
the linear SVM was determined by cross validation. We also com-
pare our method with the state-of-the-art method that exploits visual
and textual features of the testing data [7] (denoted as USEA). For
reference, the random classification results are shown as Random.

To validate the contribution of the latent correlations among
multiple views, we split up different views with and without embed-
ding. The views used for calculating latent correlations are denoted
by LC, and the features projected from images for classification
are shown by P. LC(V+T) will refer to the two-view embedding
based on visual and tag features; LC(V+T+S) to the three-view
embedding based on visual, textual, and sentiment features; P(V) to
the projection of only visual features of the images; and P(V+T) to
the projection of visual and textual features of the images.

4.3. Performance evaluation and discussion

Each dataset was randomly separated into a training set and a test
set for 10 runs. In the Flickr dataset, for each sentiment polarity at
each run, we randomly sampled 11,346 images and 1,260 images
for training and testing, respectively. In the Instagram dataset, for
each sentiment polarity at each run, we randomly sampled 8,802
images and 978 images for training and testing, respectively. As a
performance evaluation metric, we calculated the average and stan-
dard deviation of classification accuracy over all runs. The results
are shown in Table 2. As shown, our method using the three views
of the training and testing images obtained the best average classifi-
cation accuracy. This result validates the effectiveness of the com-
plementary use of the multiple views for image sentiment analysis.
Even in the case in which the textual and sentiment views of a test-
ing image are unavailable due to the lack of associated text (i.e.,
LC(V+T+S)+P(V)), our approach presents a better representation
of visual features because the latent space learns the alignments of
multiple views.

Examples of classification results by our three-view embedding-
based method are shown in Fig. 2, in which the red border indicates

4http://www.csie.ntu.edu.tw/˜cjlin/liblinear/
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Fig. 2. Examples of images classified as positive or negative in Flickr
dataset. Image captions correspond to Flickr user IDs. The red bor-
der indicates a misclassified image.

a misclassified image. We found some difficult cases that cannot
be accurately classified by the proposed method. For example, cur-
rent visual features do not characterize facial expression, letters and
drawings in the images. Thus, the design of better features of each
view will be performed in our future work.

5. CONCLUSION AND FUTURE WORK

In this paper, we present a novel image sentiment analysis method
that uses the latent correlations among multiple views of training
images. In the proposed method, we first extract features from vi-
sual, textual, and sentiment views. Then, to project the features from
these views, we follow the framework of multi-view CCA using ex-
plicit feature mappings. Finally, in the embedding space, a senti-
ment polarity classifier is trained based on the projected features. To
validate the effectiveness of the proposed method, we constructed
image datasets via crowdsourcing. Experiments conducted on the
datasets show that our multi-view embedding space is more effec-
tive for classifying image sentiment polarity than methods that use a
single modality only and the state-of-the art method that jointly uses
multiple modalities.

The features used in our framework should be investigated for
further performance improvement. We will introduce additional
views or features such as facial expressions [6]. In addition, we will
introduce the deep learning-based features [30, 31], which have sig-
nificantly improved many computer vision tasks, into the proposed
framework. Furthermore, we will tackle the multi-class sentiment
classification such as positive, negative, and neutral.
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