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ABSTRACT

Computational prediction of a movie’s financial success usually re-
lies only on metadata such as - genre, budget, actors, Motion Picture
Association of America (MPAA) rating and critics’ reviews. We
argue that movie trailers, created to invoke viewers’ interest and cu-
riosity about a movie, carry complementary information for predict-
ing a movie’s financial future. We created a database consisting of
474 American movie trailers along with various metadata and infor-
mation about movie’s financial success in the opening weekend. A
number of features that capture the emotional information contained
in the audiovisual stream of the trailers are designed and extracted.
We observe that the content-based features have as much predictive
information as the meta features. Through regression analysis on
our database, we show that signal information from trailer content
improves the prediction performance.

Index Terms— Content analysis, movies trailers, multimedia,
success prediction.

1. INTRODUCTION

The first weekend after a movie’s release is crucial for economic
success. A movie can collect as much as a quarter of their entire box
office gross in the opening weekend [1]. Strong opening weekend
sales also sets about international ticket sales, home entertainment,
DVD sales, TV and the cable markets. Films that falter during the
opening weekend often fail to attract people thereafter, and are thus
less successful.

To maximize revenue in early stages, filmmakers invest heavily
in promoting their movies through print and web media, social net-
works and TV before release [2]. The primary promotion content
for a movie is its trailer. According to the Motion Picture Associ-
ation of America (MPAA), filmmakers allocate at least 4% of their
marketing budget on theatrical trailers [3]. A movie trailer is cre-
ated by combining exciting and noteworthy parts of the movie to
invoke viewer interest and curiosity. In this work, we investigate the
relationship between movie trailers and their opening weekend box
office collection.

The idea of developing computational models to predict the fi-
nancial success of a movie is not completely new. The majority of
existing literature however, relies on metadata (genre, budget, actors,
etc.) to build the prediction system [4, 5]. While one study chooses
to use critic’s reviews [6] to predict a movie’s success, others using
metadata descriptors, such as, the release period of the movie (e.g.
summer, christmas), MPAA ratings, actor, budget, sequel, to predict
the opening weekend gross along with the total gross of the movie
and its length of run showed that the budget, genre and MPAA rat-
ing are significant in predicting a movie’s success [4]. In addition,
they showed that it is easier to estimate the initial performance of

the movie than the total performance since the latter depends on var-
ious additional factors such as competitive force. There has been
work analyzing the impact of star power on the success of the movie
showing that stars could affect the odds of a movie’s success [7, 8].
Twitter chatter and Google search trends before and after the release
of a movie have also been used to predict box office success [2].
Positive references to a movie in weblogs has been shown to corre-
late with the movie’s financial success [9]. Activity levels of viewers
and editors of movie entries in Wikipedia has been used to predict
the popularity of the movie [10]. Quantitative news data has been
shown to be helpful in predicting movie grosses [11].

This work aims at investigating the impact of the content of a
movie’s trailer on its initial financial success. This differs from the
most of the existing work that uses only metadata for prediction. Our
goal is to predict the opening weekend’s collection of a movie using
audiovisual features extracted from the trailer content, along with
metadata. Our contributions are two-fold: (i) Creation of a database
containing trailers of 474 American movies along with various meta-
data (budget, genre, etc) associated with the movies. The informa-
tion about the opening weekend’s gross is collected from IMDb (see
section 2 for details) (ii) Designing a set of low-level audiovisual
features that can be extracted from the trailer content. Through var-
ious experiments, these features are shown to improve meta-data-
only prediction systems.

2. OUR DATABASE

To study the impact of trailer content on a movie’s initial success, we
create a database consisting of movie trailers, and various metadata
associated with them. The success metric that we choose is a movie’s
box office collection in the first weekend. Details about this newly
created database are as follows.

2.1. Movie trailers

We collect trailers1 for 474 American movies, released during the
years of 2010 to 2014. For each movie, we use only a single trailer,
even though multiple trailers may be available. Our database con-
tains trailers of 111 movies from 2010, 104 from 2011, 102 from
2012, 80 from 2013 and 77 from 2014. These are the movies for
which the estimated budget and the opening weekend sales informa-
tion is available on the Internet Movie Database (IMDb).

2.2. Metadata

We obtain the following metadata for the 474 movies from IMDb.
This set of metadata was collected, following a recent work [4],

1our database of movie trailers along with the metadata is available at
https://github.com/tadarsh/movie-trailers-dataset
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Fig. 1. (Top Left) Distribution of the adjusted opening weekend
gross in the obtained data. (Top Right) Average ticket price in US.
The data was obtained from NATO (National Association of Theater
Owners). (Bottom Left) The percentage inflation indicates the per-
centage increase in price from a particular year to 2014. (Bottom
Right) Distribution of movies across different genre in our sample

where they have been shown to be useful in predicting a movie’s
success.

• Production budget: A movie’s budget is usually confiden-
tial, hence its estimated budget information is collected and
used in our work. We also adjust for the inflation in costs
over the past 5 years. Fig. 1 shows the percentage increase
in costs from a given year to 2014. This information is cal-
culated based on the consumer price index published by Bu-
reau of Labor Statistics (BLS). The budget information of all
movies is adjusted to their inflated cost in 2014.

• Genre: The following genre labels are considered in our
database: adventure, action, comedy, crime, drama, horror,
mystery, romance, sci-fi and thriller. These genre labels
are the most common labels in the entire IMDb database.
A movie may belong to one or more genres. Fig. 1 (bot-
tom right) shows the distribution of movies across different
genres.

• MPAA ratings determine a film’s suitability for certain sec-
tion of audience based on its content. Our set of movies has
the MPAA ratings of G, PG, PG-13 and R.

• Release period: We use four labels: Summer (May-August),
Christmas (November and December), Easter (March and
April) and Other.

• First-week screens: This indicates the number of screens
that showed the movie in the opening week.

• Sequel: This metadata feature indicates whether a movie is a
sequel or not. This is manually annotated.

• Actor’s experience: We code the number of movies the main
actor has appeared prior to the release of a particular movie.

Fig. 2. Trailer of The Beaver (left) has the highest amount of blue
content (hue of 180-210 on a scale of 360), trailer of Moonrise King-
dom (right) has the highest amount of orange content (hue of 30-60
on a scale of 360)

2.3. Opening Weekend Gross

We predict a movie’s economic success in terms of the opening
weekends ticket sales. We obtain the information about opening
weekend gross in US for the movies in our database through IMDb.
The amount is adjusted to reflect the box office collection a movie
would make in 2014 based on the changes in average ticket prices in
US (see Fig. 1, top right). Fig. 1(top left) shows the distribution of
opening weekend gross in our sample.

3. FEATURE DESIGN

We extract the following visual and audio features from the the trail-
ers in our database with the general objective of capturing emotion-
related information in the content.

3.1. Visual Features

Intensity and color: We propose to use intensity to differentiate be-
tween the brighter and the darker movies. For a pixel in an RGB im-
age, the intensity I can be computed as I = (R+G+B)/3. We find
the mean intensity of all pixels in a frame and compute a 5 bin his-
togram i = [i1, i2, .., i5] over all frames in the movie trailer. We use
a small number of bins as we only want to distinguish between bright
and dark movies. When the movies are ranked based on the mean
intensity over all frames, we find that trailer of Despicable Me 2 has
the highest mean intensity while the trailer of Annabelle has the low-
est mean intensity. Color also has been shown to influence human
emotions [12]. To capture the color distribution in movie trailers, we
use hue, which captures the pure color information of a pixel and
is independent of its shade. For higher interpretability of the color
information, we computed a 12 bin histogram h = [h1, h2, .., h12]
pixels of all frames in the movie trailer after converting the frames in
RGB space to HSV color space. Figure 2 shows trailers which have
the most amount of blue and orange content respectively.
Shots: Since all the movie trailers are of similar length, the number
of shots s would approximately represent the frequency of cuts in a
trailer. A large number of shots in a trailer would indicate that there
are frequent cuts which creates a perception of speed to the viewers
[13]. We use an open source tool called ffmpeg which can identify
the shot boundaries in a video. It detects the shot boundaries based
on the pixel differences in consecutive frames.
Motion Activity Like cuts, motion activity is also correlated with a
sense of pace and is often used in movie content analysis [13]. Mo-
tion activity in a scene is understood in terms of the motion of actors,
objects or camera in that scene. This is often used to induce a no-
tion of speed to the viewers e.g., in the action scenes of a movie. To
compute motion activity, we use an approach similar to [13]. Since
the motion activity ms is computed per shot, the mean, minimum,
maximum and the standard deviation of the motion activity in the
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Fig. 3. A sample close-up shot from the trailer of Leap Year which
has the highest number of close-up shots

LLD (32)
ZCR

RMS - Energy
F0

HNR
MFCC 1-12

Functionals (12)
Mean

Standard deviation (std)
Kurtosis, Skewness

extremes: position, range, value
linear regression: slope, offset, MSE

Table 1. Audio features used in this work: Low level descriptors
(LLD) and functionals. ZCR - Zero crossing ratio, RMS - Root mean
square, F0- Fundamental frequency, HNR - Harmonic noise ratio,
MFCC - Mel frequency cepstral coefficients

shots of the movie trailer are used as features. It is represented as
m = [mean(ms),min(ms),max(ms), std(ms)].
Close up shots: Close-ups shots (as compared to wide shots), in
general, are used to show the characters’ emotion to the audience
[14], and to keep the audience connected to the characters. Figure 3
shows a sample close up shot. We compute the number of shots nc

and the percentage of shots pc which were close-up shots. Informa-
tion about close-up shots is represented as c = [nc, pc]. We label
a shot as a close-up shot if it has at least one frame with a human
face occupying more than 5% of its area. The visual features are
concatenated as Video = [i, h, s, c,m].

3.2. Audio features

Metadata of a movie captures very little information about the emo-
tion portrayed in the movie, or its trailer. In order to obtain addi-
tional information, we use the Interspeech 2009 emotion challenge
[15] features extracted using the OpenSmile toolkit [16]. These fea-
tures are designed to cover the prosodic, spectral and voice quality
features, and have been shown to perform well in recognizing emo-
tion in speech [15]. Table 1 shows the included low level descriptors
(LLDs). Twelve functionals are computed for the 16 LLDs and their
derivatives, leading to 12 × 16 × 2 = 384 features. Principal com-
ponent analysis (PCA) is used to reduce the dimension of features to
50 ([a1, a2, .., a50]) preserving 99% of the variance. These features
are referred to as the audio features: Audio = [a1, a2, .., a50]

4. FEATURE ANALYSIS

Our choice of audiovisual features is such that they are related to
certain metadata features. For example, horror and thriller movies
are usually darker in visual appearance compared to the movies from
other genres; romantic movies may have more close-up shots, while
action movies have more motion activity. In addition, horror and
thriller movies are more likely to be given an MPAA rating of R. In

Fig. 4. Results of predicting MPAA rating and Genre using audio,
video, and other metadata (Meta*) features. The pink baseline rep-
resents the misclassification rate of a majority classifier, a classifier
which simply predicts the majority class. Meta* indicates metadata
features excluding the one being predicted

this section, we investigate the usefulness of our audiovisual features
in explaining certain metadata features.

4.1. Genre & MPAA Rating

In order to gauge the predictability of genre from audio and visual
features, we consider three categories of genre: (1) Horror, Mystery,
Thriller, (2) Drama, Comedy, Romance, and (3) Action, Adventure,
Sci-Fi. These categories are found to be the most frequent ones in
our database. To ensure equal number of samples in each of the cat-
egories, we randomly downsample all classes to be of the minority
class’s size. We use a linear SVM to predict the category of genre
with features from the audiovisual content. All significance tests are
performed using a 5× 2 cv(cross-validated) paired t-test [17] at 1%
level of significance. The error bars in Fig. 4 show the standard de-
viation of misclassification rate of the 10 different folds in the 5× 2
cv test. The pink line indicates the misclassification rate of a major-
ity classifier, a classifier which predicts majority class. We find that
video and metadata predict genre significantly better than a majority
classifier (pmeta = 8.9×10−6, pvideo = 1.2×10−10, paudio = 0.124).

For MPAA ratings, we attempt to classify between two cate-
gories, {G,PG} , {R} using a similar approach. We find that
using metadata or video modality, our system predicts the ratings
significantly better than a majority classifier (pvideo = 3.9 × 10−4,
pmeta = 1.5× 10−5, paudio = 0.27).

4.2. Continuous metadata features

To analyze the predictability of continuous metadata features (fig-
ure 5), such as, budget, actor experience, and runtime, we binarize
the samples using the median as cutoff value. We follow an approach
similar to genre and MPAA prediction. All significance tests are per-
formed using a 5× 2 cv paired t-test at 1% level of significance. We
find that metadata predicts budget, runtime and actor experience sig-
nificantly better than a majority classifier (p < 6.6× 10−7 in all the
cases). Audio predicts runtime significantly better than a majority
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Fig. 5. Results of predicting meta from audio, video, and other meta-
data (Meta*) features using linear regression analysis. Meta* indi-
cates metadata features excluding the one being predicted

classifier (p = 1.7×10−5) while video predicts budget significantly
better than a majority classifier (p = 4.1× 10−8).

We find that the low-level audiovisual features contain informa-
tion about the genre, MPAA ratings, budget and runtime of the movie
but perform poorly in predicting other metadata features (e.g. actor
experience).

5. PREDICTING A MOVIE’S INITIAL SUCCESS

A trailer is a primary advertising tool for a movie, and the audio-
visual content of the trailer may have a significant impact on the
movie’s initial success. In this section, we study the correlation be-
tween the low level features extracted from the content of the trailer
and the opening weekend gross of the movie. We use the adjusted
coefficient of determination or adjusted R2 for evaluating the mod-
els.

5.1. Using only metadata

Metadata has been shown to be useful for the task of success pre-
diction [4]. In our experiments, we find that metadata can explain
61% (see Table 2) amount of variance in the opening weekend gross
in our database (movies in 2010-2014). This is similar to the result
reported in previous work (movies in 2000-2002) [4].

5.2. Using content-based features

In the previous section, we show that some metadata are easily pre-
dictable from content-based audiovisual features. This indicates the
possibility of using content indirectly to predict the opening week-
end gross, i.e. first predicting the metadata from content and then
predicting the opening weekend gross. In this section, we investi-
gate the usefulness of the content-based features directly. Through
regression analysis, we observe that the audio and video features ex-
tracted from the content explain 11% of the variance in the opening
weekend gross (see Table 2).

5.3. Using metadata and content

On combining the features from metadata and content, we note that
there is an improvement of 6.2% in the variance explained by our

Features R2 Adjusted R2

Metadata 0.631 0.613
Audio + Video (Trailer) 0.247 0.11

Metadata + Trailer 0.722 0.651

Table 2. Results on predicting movies’ success

Fig. 6. Comparison of the predictive performance of metadata and
the audiovisual features (denoted as Trailer)

model (table 2) when compared to using a metadata-only model.
This result suggests that the audiovisual features from the content
of the trailer add information complementary to metadata.

Comparison between the model involving metadata and trailer
content features, and the one with metadata-only features, shows that
the former fits the data significantly better (p-value = 10−3) indicat-
ing that the content-based features carry additional information. An
F-test is used to compare the two models. The F-score is computed
such that the number of variables in the two models is accounted for.

F =
(SS1 − SS2)/(df1 − df2)

SS2/df2

where SS1, SS2 are the residuals of the two models and df1, df2
represent the degrees of freedom (number of variables - 1) of the
two models. Figure 6 compares the predictive power of metadata and
audiovisual features. In addition to this, we also look at the movies
which deviated the most from the model. The top five outliers are
Iron Man 3, The Hunger Games, Alice in Wonderland, Fury, John
Carter. Three of these 5 movies are among the highest grossing
movies of all time. This might be explained by the hype created
about the movie (an important factor in making a successful opening
for a movie) before its release which is not captured by any of our
features, the content or metadata. Adding features which account
for such factors like hype may help us improve the predictive power
further [18].

6. CONCLUSION

In this work, we have shown that taking into account the content
information (largely ignored by past studies) present in movie trail-
ers, can improve the current state-of-the-art in success prediction of
movies. We have designed a number of audiovisual features, and
have shown that these features (especially the visual features) are
as powerful as some of the metadata, such as genre and MPAA rat-
ing. For the purpose of conducting this study, we have created a
database of more than 400 movie trailers and associated metadata,
which we have made available for public. As shown in this paper,
the low-level audiovisual features are predictive of a movie’s genre.
Thus our proposed model may be applicable to genre identification.
Mining interesting features from social media that capture the hype
or awareness of general population about a movie may also be a
promising direction of future work.
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