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ABSTRACT
A framework is introduced for solving a sequence of slowly
changing optimization problems, including those arising in
regression and classification applications, using optimiza-
tion algorithms such as stochastic gradient descent (SGD).
The optimization problems change slowly in the sense that
the minimizers change at either a fixed or bounded rate. A
method based on estimates of the change in the minimizers
and properties of the optimization algorithm is introduced
for adaptively selecting the number of samples needed from
the distributions underlying each problem in order to ensure
that the excess risk, i.e., the expected gap between the loss
achieved by the approximate minimizer produced by the opti-
mization algorithm and the exact minimizer, does not exceed
a target level. Experiments with synthetic and real data are
used to confirm that this approach performs well.

Index Terms— stochastic optimization, gradient meth-
ods, machine learning, adaptive algorithms

1. INTRODUCTION

Consider solving a sequence of machine learning problems
such as regression or classification by minimizing the ex-
pected value of a fixed loss function `(x,z) at each time
n:

min
x∈X

{
fn(x), Ezn∼pn [`(x,zn)]

}
∀n≥ 1 (1)

For regression, zn corresponds to the predictors and response
at time n and x parameterizes the regression model. For clas-
sification, zn corresponds to the features and label at time n
and x parameterizes the classifier. Although, motivated by
regression and classification, our framework works for any
loss function `(x,z) that satisfies certain properties discussed
later. In the learning context, a task consists of the loss func-
tion `(x,z) and the distribution pn, and so our problem can
be viewed as learning a sequence of tasks.

The problems change slowly at a constant but unknown
rate in the sense that

‖x∗n−x∗n−1‖= ρ ∀n≥ 2 (2)

with x∗n the minimizer of fn(x). In an extended version of
this paper [1], we also consider slow changes at a bounded
but unknown rate

‖x∗n−x∗n−1‖ ≤ ρ ∀n≥ 2 (3)
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Under this model, we sequentially find approximate
minimizers xn of each function fn(x) using Kn samples

{zn(k)}Kn
k=1

iid∼ pn from pn by applying an optimization algo-
rithm such as SGD starting from the previous approximate
minimizer xn−1. We evaluate the quality of our approximate
minimizers xn through an excess risk criterion εn, i.e.,

E [ fn(xn)]− fn(x
∗
n)≤ εn

which is a standard criterion for optimization and learning
problems [2]. Our goal is to determine adaptively the num-
ber of samples Kn required to achieve a desired excess risk
ε for each n with ρ unknown. As ρ is unknown, we con-
struct estimates of ρ , which, combined with properties of the
chosen optimization algorithm, yield selection rules for the
number of samples Kn required to achieve a target excess risk
ε . Finally, we test our approach on synthetic and real data.

1.1. Related Work

Our problem has connections with multi-task learning (MTL)
and transfer learning. In multi-task learning, one tries to learn
several tasks simultaneously as in [3], [4], and [5] by exploit-
ing the relationships between the tasks. In transfer learning,
knowledge from one source task is transferred to another tar-
get task either with or without additional training data for the
target task [6], [7]. Multi-task learning could be applied to
our problem by running a MTL algorithm each time a new
task arrives, while remembering all prior tasks. However, this
approach incurs a memory and computational burden. Trans-
fer learning lacks the sequential nature of our problem.

In online optimization, a sequence of functions fn(x) ar-
rive, and the goal is to minimize the regret [8–17]. The idea
of controlling the variation of the sequence of functions has
been studied in [18] and [19]. In [19], the assumption on how
the arriving functions change is equivalent to bounding

T

∑
n=2
‖x∗n−x∗n−1‖2

2 ≤ Gb.

Therefore, the work in [19] studies the regret while control-
ling the total variation in the optimal solutions over T time
instants. In contrast, we control the variation of the optimal
solutions at each time instant with (2) and then control the
excess risk at each time instant.

In the concept drift problem, we observe a stream of in-
coming data that potentially changes over time, and the goal
is to predict some property of each piece of data as it ar-
rives. After prediction, we incur a loss that is revealed to
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us. Some approaches for concept drift use iterative algorithms
such as SGD, but without specific models on how the data
changes. As a result, only simulation results showing good
performance are available.

Another relevant model is sequential supervised learning
(see [22]) in which we observe a stream of data consisting
of feature/label pairs (wn,yn) at time n, with wn being the
feature vector and yn being the label. At time n, we want to
predict yn given wn. Approaches based on sliding windows
of L consecutive pairs [23, 24] and hidden Markov models
(HMM) [25] have been studied.

None of the prior work discussed in this section involves
choosing the number of samples Kn at each time n to control
the excess risk. Most approaches instead focus on bounding
the regret or provide no guarantees.

2. ADAPTIVE SEQUENTIAL OPTIMIZATION WITH
ρ KNOWN

For analysis, we assume that diam(X )<+∞ and the follow-
ing assumptions on our functions fn(x) and the optimization
algorithm:

A.1 For the optimization algorithm under consideration,
there is a bound b(d0,Kn) such that

E [ fn(xn)]− fn(x
∗
n)≤ b(d0,Kn)

with Kn the number of samples from pn and
E‖xn(0)−x∗n‖2 ≤ d0, where xn(0) is the initial point
of the optimization algorithm at time n. Finally,
b(d0,Kn) is non-decreasing in d0.

A.2 Each loss function `(x,z) is differentiable in x. Each
fn(x) is strongly convex with parameter m, i.e.,

fn(y)≥ fn(x)+ 〈∇x fn(x),y−x〉+ 1
2 m‖y−x‖2

A.3 We can find initial points x1 and x2 that satisfy the ex-
cess risk criterion with ε1 and ε2 known, i.e.,
E [ fi(xi)]− fi(x

∗
i )≤ εi i = 1,2

Remarks: For assumption A.1, we assume that the bound
b(d0,Kn) depends on the number of samples Kn and not the
number of iterations. For SGD, generally the number of it-
erations equals Kn as each sample is used to produce a noisy
gradient. As an example, for SGD with a constant step size
µ = 1/

√
K, it holds that b(d0,K) = C1d0/

√
K +C2/

√
K for

closed form constants C1 and C2 [26]. The extended paper [1]
contains several collected examples of b(d0,K). In addition,
we set xn(0) = xn−1 meaning that we use the approximate
minimizer at time n− 1 as the starting point for the new ap-
proximate minimizer at time n. For assumption A.3, we can
fix Ki and set εi = b(diam(X )2,Ki) for i = 1,2. Finally, un-
der these assumptions, a slow changing assumption on fn(x)
instead of x∗n, i.e., fn(x

∗
n−1)− fn(x

∗
n) = ρ̄ , can be converted

to a bounded change condition on x∗n as in (3) by exploiting
strong convexity [27]:

‖x∗n−x∗n−1‖ ≤
2
m
( fn(x

∗
n−1)− fn(x

∗
n)) =

2ρ̄

m

This shows that placing an assumption on the change in x∗n is
natural.

Now, we examine the case when the change in minimiz-
ers, ρ in (2) or (3), is known. The analysis in this section is
the same under (2) or (3). We want to construct a bound εn on
the excess risk at time n in terms of Kn and ρ , i.e., εn such that
E[ fn(xn)]− fn(x

∗
n)≤ εn. The idea is to start with the bounds

from assumption A.3 and proceed inductively using the pre-
vious εn−1 and ρ from (2). Suppose that εn−1 bounds the
excess risk at time n−1. Using the triangle inequality, strong
convexity, Jensen’s inequality, and (2) we have

E‖xn−1−x∗n‖2 ≤

(√
2εn−1

m
+ρ

)2

(4)

In comparison, we could use the estimate diam2(X ) to bound
E‖xn−1−x∗n‖2 and select Kn. If the bound in (4) is much
smaller than diam(X )2, then we need significantly fewer
samples Kn to guarantee a desired excess risk. Now, by using
the bound b(d0,Kn) from assumption A.1, we can set

εn = b

(√2εn−1

m
+ρ

)2

,Kn

 ∀n≥ 3

which yields a sequence of bounds on the excess risk. Note
that this recursion only relies on the immediate past at time
n−1 through εn−1. To achieve εn ≤ ε for all n, we set

K1 = min{K ≥ 1 | b
(
diam(X )2,K

)
≤ ε}

and Kn = K∗ for n≥ 2 with

K∗ = min

K ≥ 1

∣∣∣∣∣ b

(√2ε

m
+ρ

)2

,K

≤ ε

 (5)

3. ESTIMATING ρ

In practice, we do not know ρ , and so we must construct an
estimate ρ̂n using the samples from each distribution pn. We
introduce one approach to estimate ρ under (2) and defer an-
other approach and estimates under (3) to [1]. We show that
for all n large enough with appropriately chosen sequences
{tn}, ρ̂n + tn ≥ ρ almost surely. With this property, we will
show that analysis similar to that in Section 2 holds.

3.1. Estimating One Step Change

First, we construct an estimate ρ̃i of the one step changes
‖x∗i −x∗i−1‖. Using the triangle inequality and variational
inequalities from [28] yields

‖x∗i −x∗i−1‖ ≤ ‖xi−xi−1‖+‖xi−x∗i ‖+‖xi−1−x∗i−1‖

≤ ‖xi−xi−1‖+
1
m
‖∇x fi(xi)‖+

1
m
‖∇x fi−1(xi−1)‖

We then approximate ‖∇x fi(xi)‖ = ‖Ezi∼pi [∇x`(xi,zi)]‖
by

Ĝi ,

∥∥∥∥ 1
Ki

Ki

∑
k=1

∇x`(xi,zi(k))
∥∥∥∥ (6)
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to yield the following estimate that we call the direct estimate:

ρ̃i , ‖xi−xi−1‖+
1
m
‖Ĝi‖+

1
m
‖Ĝi−1‖ (7)

3.2. Combining One Step Estimates

We average the one step estimates ρ̃i to yield a better estimate
ρ̂n =

1
n−1 ∑

n
i=2 ρ̃i of ρ at each time n under (2). The difficulty

in analyzing the direct estimate comes because in approximat-
ing ‖∇ fi(xi)‖ by ‖Ĝi‖ from (6), xi is dependent on all the
samples {zi(k)}Ki

k=1, which rules out the use of simple con-
centration inequalities. For analysis, we need the following
additional assumptions:

B.1 The loss function `(x,z) has uniform Lipschitz continu-
ous gradients in x with modulus L, i.e. ,
‖∇x`(x,z)−∇x`(x̃,z)‖ ≤ L‖x− x̃‖

B.2 Assuming X is d-dimensional, each component j of the
gradient error ∇x`(x,zn)−∇ fn(x) satisfies

E
[

exp
{

s(∇x`(x,zn)−∇ fn(x)) j

} ∣∣∣∣ x]≤ exp
{

1
2

Cg
d2 s2

}
We show that ρ̂n eventually upper bounds ρ . For analysis,
we consider starting with xi−1 and producing x̃i by the same
process as the one that produced xi except with an indepen-
dent draw of samples {z̃i(k)}Ki

k=1. Through this approach we
obtain exponential concentration inequalities. Applying the
Borel-Cantelli lemma then shows that eventually ρ̂n plus a
constant upper bounds ρ .

Theorem 1. If B.1-B.2 hold and the sequence {tn} satisfies
∑

∞
n=2 e−Cnt2

n < ∞ for all C > 0, then for a sequence of con-
stants {Cn} and for all n large enough it holds that
ρ̂n +Cn + tn ≥ ρ almost surely.

Proof. See [1].

3.3. Parameter Estimation

We may need to estimate parameters of the functions { fn(x)}
such as the strong convexity parameter m to compute b(d0,K).
Extensions to accomplish this are discussed in [1]. The anal-
ysis of parameter estimation is similar to the analysis of ρ

estimation.

4. ADAPTIVE SEQUENTIAL OPTIMIZATION WITH
ρ UNKNOWN

We now examine the case with ρ unknown. We extend the
work of Section 2 using the estimates of ρ in Section 3. Our
analysis depends on the following crucial assumptions:

C.1 For appropriate sequences {tn}, for all n sufficiently
large, it holds that ρ̂n + tn ≥ ρ almost surely.

C.2 b(d0,Kn) factors as b(d0,Kn) = α(Kn)d0 +β (Kn)

We have demonstrated that assumption C.1 holds for the di-
rect estimate of ρ (7) under (2). As long as C.1-C.2 hold, the
analysis in this section is the same under (2) and (3). We first
present a general result showing that for appropriate choices
of Kn, the excess risk is well-behaved.

Theorem 2. Under assumptions C.1- C.2 and with Kn ≥ K∗
for all n large enough almost surely with K∗ from (5), we have
limsupn→∞ (E[ fn(xn)]− fn(x

∗
n))≤ ε .

Proof. See [1].

4.1. Update Past Excess Risk Bounds

We first consider updating all past excess risk bounds as we
go. At time n, we plug-in ρ̂n−1+ tn−1 in place of ρ and define
for i = 1, . . . ,n

ε̂
(n)
i = b

(√ 2
m

ε̂
(n)
i−1 +(ρ̂n−1 + tn−1)

)2

,Ki


If it holds that ρ̂n−1+tn−1≥ ρ , then E [ fn(xn)]− fn(x

∗
n)≤ ε̂

(i)
n

for i = 1, . . . ,n. Assumption C.1 guarantees that this holds
for all n large enough almost surely. We can thus set Kn equal
to the smallest K such that

b

(√ 2
m

max{ε̂(n−1)
n−1 ,ε}+(ρ̂n−1 + tn−1)

)2

,K

≤ ε

for all n ≥ 3 to achieve excess risk ε . The maximum in this
definition ensures that when ρ̂n−1 + tn−1 ≥ ρ , Kn ≥ K∗ with
K∗ from (5). Therefore, we can apply Theorem 2.

4.2. Do Not Update Past Excess Risk Bounds

Updating all past estimates of the excess risk bounds from
time 1 up to n imposes a computational and memory burden.
We now analyze what happens when we do not update the
past excess risk bounds. Suppose that for all n≥ 3 we set

Kn =min

K ≥ 1

∣∣∣∣∣ b

(√2ε

m
+(ρ̂n−1 + tn−1)

)2

,K

≤ ε


(8)

This is the same form as the choice in (5) with ρ̂n−1 + tn−1 in
place of ρ . Due to assumption C.1, for all n large enough it
holds that ρ̂n + tn ≥ ρ almost surely. Then by the monotonic-
ity assumption in A.1, for all n large enough we pick Kn ≥K∗
almost surely. Therefore, we can apply Theorem 2 again.

5. EXPERIMENTS

We focus on two regression applications here for synthetic
and real data. Classification applications for synthetic and
real data with support vector machines (SVM) are in [1].

5.1. Synthetic Regression

Consider a regression problem with synthetic data using the
penalized quadratic loss `(x,z) = 1

2

(
y−w>x

)2
+ 1

2 λ‖x‖2

with z = (w,y) ∈ Rd+1. The distribution of zn is zero
mean Gaussian with covariance matrix Σn. Under these as-
sumptions, we can analytically compute minimizers x∗n of
fn(x) = Ezn∼pn [`(x,zn)]. We change Σn appropriately to
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ensure that ‖x∗n −x∗n−1‖ = ρ holds for all n. We find ap-
proximate minimizers using SGD with λ = 0.1. We estimate
ρ using the direct estimate. It can be checked that the as-
sumptions are satisfied for both experiments considered in
this section.

We let n range from 1 to 20 with ρ = 1, a target ex-
cess risk ε = 0.1, and Kn from (8). We average over twenty
runs of our algorithm. Figure 1 shows ρ̂n, our estimate of
ρ , which is above ρ in general. Figure 2 shows the number
of samples Kn, which settles down. We can exactly compute
fn(xn)− fn(x

∗
n), and so by averaging over the twenty runs

of our algorithm, we can estimate the excess risk (denoted
“sample average estimate”). Figure 3 shows this estimate of
the excess risk, the target excess risk, and our bound on the
excess risk from Section 4.2. We achieve at least our targeted
excess risk
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Fig. 3: Excess Risk

5.2. Panel Study on Income Dynamics Income - Regres-
sion

The Panel Study of Income Dynamics (PSID) surveyed in-
dividuals every year to gather demographic and income data
annually from 1981-1997 [29]. We want to predict an individ-
ual’s annual income (y) from several demographic features
(w) including age, education, work experience, etc. chosen
based on previous economic studies in [30]. Conceptually,
the idea behind this experiment is to rerun the survey pro-
cess and determine how many samples we would need if we
wanted to solve this regression problem to within a desired
excess risk criterion ε .

We use the same loss function, direct estimate for ρ , and
minimization algorithm as the synthetic regression problem.
The income is adjusted for inflation to 1997 dollars with mean
$20,294. We average over twenty runs of our algorithm by
resampling without replacement [31]. For the sake of com-
parison, given a choice of samples {Kn}T

n=1 produced by our
approach, we compare against taking ∑

T
n=1 Kn samples at time

n= 1 and none afterwards. Note that this is what we would do
if we believed that the regression model does not change over
time. We are aware of no other methods to select the num-
ber of samples Kn to control the excess risk against which we
could compare our approach.

Figure 4 shows the test losses over time evaluated over
twenty percent of the available samples. The test loss for our
approach is substantially less than taking the same number of
samples up front. The square root of the average test loss over
this time period for our approach and all samples up front are
$1153±352 and $2805±424 respectively in 1997 dollars.

n
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Fig. 4: Test Loss

6. CONCLUSION

We introduced a framework for adaptively solving a sequence
of optimization problems with applications to machine learn-
ing. We developed estimates of the change in the minimiz-
ers used to determine the number of samples Kn needed to
achieve a target excess risk ε . Experiments with synthetic
and real data demonstrate that this approach is effective.
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