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ABSTRACT

Deep neural network is now a new trend towards solving dif-
ferent problems in speech processing. In this paper, we pro-
pose a discriminative deep recurrent neural network (DRNN)
model for monaural speech separation. Our idea is to con-
struct DRNN as a regression model to discover the deep struc-
ture and regularity for signal reconstruction from a mixture of
two source spectra. To reinforce the discrimination capability
between two separated spectra, we estimate DRNN separa-
tion parameters by minimizing an integrated objective func-
tion which consists of two measurements. One is the within-
source reconstruction errors due to the individual source spec-
tra while the other conveys the discrimination information
which preserves the mutual difference between two source
spectra during the supervised training procedure. This dis-
crimination information acts as a kind of regularization so
as to maintain between-source separation in monaural source
separation. In the experiments, we demonstrate the effective-
ness of the proposed method for speech separation compared
with the other methods.

Index Terms— deep learning, discriminative learning,
neural network, monaural speech separation

1. INTRODUCTION

Speech is one of the most important biosignals for human
communication. Nowadays, many speech-related applica-
tions and devices have been developed to facilitate our daily
lives. However, the system performance is usually deteri-
orated in adverse conditions. For example, it is important
to conduct single-channel source separation to extract the
target speech from a mixed noisy speech and use the en-
hanced speech in an automatic speech recognition system.
The speech recognition performance is improved accordingly
[1]. A typical instance of source separation problem is the
cocktail-party problem [2, 3, 4] where the target speech is
contaminated with a variety of interferences such as ambient
noise, competing speech and background music [5]. Over
the past few years, a number of single-channel separation
algorithms have been proposed especially the model-based
source separation approaches such as the non-negative ma-

trix factorization (NMF) [6, 7, 8, 9, 10] and the deep neural
network [11, 12, 13] based methods.

Recently, deep learning has emerged as a powerful ma-
chine learning approach. It produces state-of-the-art results
in many research fields such as speech recognition and object
detection. In general, deep learning adopts a hierarchical ar-
chitecture to grasp latent information [14] from the given data
for various classification and regression tasks. Deep neural
network (DNN) can be developed and employed as a non-
linear approximation function to estimate the target speech
signal from the mixed speech signal. For instance, DNN was
applied to predict the separated spectra from the noisy spectra
[15]. Extended from the standard DNN, deep recurrent neu-
ral network (DRNN) was proposed to explore the temporal
information for source separation [13]. Later on, in [12], the
long short-term memory (LSTM) was incorporated to tackle
the gradient vanishing and exploding conditions in implemen-
tation of DRNN and exploit the long and short-term contex-
tual information which helped the performance of monaural
source separation.

In addition, the performance of model-based approaches
can be improved with discriminative learning where the dis-
crimination between source signals is optimized during the
learning procedure. For example, discriminative NMF was
proposed to adapt the NMF basis functions, which can op-
timize the separation tasks [9]. Another example is that
different discriminative objectives of DRNN were explored
to enhance the separation performance [13]. The discrimi-
nation information for two sources was taken into account
as objective function for optimization in these two methods.
In this paper, we present a new objective function to con-
duct the discriminative training (DT) for DRNN monaural
source separation. The proposed new DT objective function
consists of two measurements. One is the within-source re-
construction errors, which aims to separate two individual
sources. The other term, which refers to the discrimination
information, preserves the mutual difference between two
individual sources. Such discrimination information regular-
izes the mismatched condition in the reconstructed spectra in
two sources. The proposed criterion can improve the separa-
tion results in terms of source-to-distortion ratio (SDR) and
source-to-interference ratio (SIR).
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2. RELATED WORKS

2.1. Deep recurrent neural network

Deep neural network (DNN) is adopted as a nonlinear regres-
sion model to predict the magnitude spectra or the masking
function of the separated signals given an input magnitude
spectra of the mixed signal. A basic DNN model is composed
of a chain of functional transformations.

Since the temporal dependency is known as an important
information in time-series data such as audio signals, stan-
dard DNN does not take this information into account. The
performance of source separation shall be constrained. Ac-
cordingly, the deep recurrent neural network (DRNN) is in-
troduced to explore such dynamic temporal behavior. One
basic calculation of DRNN is to feed the outputs of l-th layer
from previous time instance t− 1 into the current time step t
as

z
(l)
t = f(a

(l)
t ) = f(w(l)z

(l−1)
t +w(ll)z

(l)
t−1) (1)

where a(l) and z(l) denote the input and the output of an unit
in l-th layer, respectively, and f(·) is the nonlinear activation
function using sigmoid or ReLU [16]. z(l−1)t is the output of
(l − 1)-th layer at time t and z

(l)
t−1 is the output of l-th layer

at time t− 1, w(l) denotes the weights between two layers at
time t, and w(ll) denotes the weights between two time steps,
t and t − 1, of l-th hidden layer. The model parameters in
DRNN consist of the weights in forward layers and recurrent
layers w = {w(l),w(ll)}.

For the task of source separation, the fundamental objec-
tive function of DRNN model is formed as

E(w) =

T∑
t=1

{
1

2
‖x̂1,t(w)− x1,t‖2 +

1

2
‖x̂2,t(w)− x2,t‖2

}
(2)

where x̂1,t(w) and x̂2,t(w) denote the predicted spectra of
two separated signals using DRNN parameters w and x1,t

and x2t denote the spectra of two true source signals, respec-
tively. In this case, the objective function only considers the
within-source reconstruction error in this regression model.

2.2. Discriminative learning

In order to regularize the reconstruction error, the discrimina-
tive measure was calculated and incorporated in the original
objective function of Eq. (2) in a form of [13]

E(w) =

T∑
t=1

{
1

2
‖x̂1,t(w)− x1,t‖2 +

1

2
‖x̂2,t(w)− x2,t‖2

− γ

2
‖x̂1,t(w)− x2,t‖2 −

γ

2
‖x̂2,t(w)− x1,t‖2

}
(3)

where ‖ · ‖ denotes the `2 norm and γ is the regularization
parameter which adjusts the tradeoff between the regres-
sion/reconstruction error and the discrimination information.

Here, the discrimination measurement in the last two terms
of Eq. (3) is seen as the between-source information which is
maximized to find the separated signals with the largest mu-
tual information. This method was developed to increase the
value of source-to-interference ratio (SIR) in the separated
signals from monaural source separation [13].

3. DISCRIMINATIVE SOURCE SEPARATION

3.1. New objective function

In this paper, we present a new objective function for monau-
ral source separation, which preserves the mutual difference
between two source spectra during the separation procedure,
based on

E(w) =

T∑
t=1

E(wt) =

T∑
t=1

{
1

2
‖x̂1,t(w)− x1,t‖2

+
1

2
‖x̂2,t(w)− x2,t‖2 +

γ

2
‖d̂t(w)− dt‖2

}
.

(4)

The discriminative measures using the difference vectors
based on the reconstructed spectra d̂t(w) and the true spectra
dt are expressed by

dt = x1,t − x2,t, d̂t(w) = x̂1,t(w)− x̂2,t(w) (5)

where both information of angle and magnitude are consid-
ered. Basically, the first two terms in this discriminative ob-
jective function represent the within-source reconstruction er-
rors due to individual source spectra {x1,x2}. The third term
conveys the discrimination information which measures the
mutual difference between two source spectra during the su-
pervised training procedure. This discrimination information
acts as a kind of regularization for between-source separation
in monaural source separation.

3.2. Model learning procedure

Deep recurrent neural network (DRNN) is developed as
the regression function to estimate the demixed signals
{x̂1,t(w), x̂2,t(w)}. The model architecture of DRNN with
L layers is shown in Figure 1 where a soft masking function is
applied for monaural source separation. Model learning pro-
cedure with an error backpropagation algorithm is established
for DRNN source separation. In the feedforward computa-
tion, the input observations xt are composed of the magnitude
spectrogram of the mixing signal at time frame t. The hidden
layer features are calculated using Eq. (1) where z

(0)
t = xt.

The output layer consists of {y1,t(w),y2,t(w)} which are
obtained via the predictive masking function by using the out-
puts of the last layer L of DRNN {a1,t(w),a2,t(w)}. Here,
we choose the ideal radio mask [17] as the masking function

yi,t(w) =
|a(L)

i,t (w)|

|a(L)
1,t (w)|+ |a(L)

2,t (w)|
(6)
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Fig. 1: Deep recurrent neural network for monaural source
separation.

where i ∈ {1, 2} represents the source index. The recon-
structed magnitude spectrogram is calculated by multiplying
the masking function over the mixed magnitude spectrogram
xt as:

x̂i,t(w) = xt � yi,t(w) (7)

where � is the element-wise multiplication. The feedforward
calculation of the other layers is the same as that in standard
DRNN which is not shown here.

After the feedforward computation, the error backprop-
agation algorithm with stochastic gradient learning is devel-
oped so as to estimate the DRNN model parameters w =
{w(l),w(ll)}. Instead of using the batch error function in
Eq. (4), we adopt the error function which is calculated by
using one data sample xt in time t as follows:

Et(w) =
1

2

K∑
k=1

{
(x̂1,tk(w)− x1,tk)2 + (x̂2,tk(w)− x2,tk)2

+γ(d̂tk(w)− dtk)2
}
. (8)

To estimate the parameters corresponding to the first source
signal, we derive the derivative of Et(w) with respect to the
output-layer weights w(L)

1,kj which is obtained by using chain
rule

∂Et(w)

∂w
(L)
1,kj

=

2∑
i=1

(
∂Et(w)

∂x̂i,tk(w)

∂x̂i,tk(w)

∂yi,tk(w)

∂yi,tk(w)

∂a
(L)
1,tk(w)

)
∂a

(L)
1,tk(w)

∂w
(L)
1,kj

= δ
(L)
1,k z

(L−1)
j . (9)

Notably, the weight parameter w(L)
1,kj connects the hidden unit

j to the output unit k. The local gradient δ(L)
1,k and the output

of neuron at layer L−1, z(L−1)j , are defined for this derivative
as follows

δ
(L)
1,k =

2∑
i=1

∂Et(w)

∂x̂i,tk(w)

∂x̂i,tk(w)

∂yi,tk(w)

∂yi,tk(w)

∂a
(L)
1,t,k(w)

(10)

z
(L−1)
j =

∂a
(L)
1,tk(w)

∂w
(L)
1,kj

(11)

where the terms in Eq. (10) are yielded as

∂Et(w)

∂x̂1,tk(w)
= (1 + γ)(x̂1,tk(w)− x1,tk)

− γ(x̂2,tk(w)− x2,tk) (12)

∂Et(w)

∂x̂2,tk(w)
= (1 + γ)(x̂2,tk(w)− x2,tk)

− γ(x̂1,tk(w)− x1,tk) (13)

∂x̂1,tk(w)

∂y1,tk(w)
=
∂x̂2,tk(w)

∂y2,tk(w)
= xtk (14)

∂y1,tk(w)

∂a
(L)
1,tk(w)

= sgn(a(L)
1,tk(w))

y2,tk(w)

|a(L)
1,tk(w)|+ |a(L)

2,tk(w)|
(15)

∂y2,tk(w)

∂a
(L)
1,tk(w)

= −sgn(a(L)
1,tk(w))

y2,tk(w)

|a(L)
1,tk(w)|+ |a(L)

2,tk(w)|
(16)

where the sgn extracts the sign of a real number. By combin-
ing Eqs. (12)-(16), we can derive the local gradient as

δ
(L)
1,k =

{
(1 + 2γ)

[
(x̂1,tk(w)− x1,tk)

− (x̂2,tk(w)− x2,tk)
]}

× xtky2,tk(w)
sgn(a(L)

1,tk(w))

|a(L)
1,tk(w)|+ |a(L)

2,tk(w)|
. (17)

In a similar way, we can derive the derivative of Et(w) with
respect to the output-layer weight for the second source,
∂Et(w)/∂w

(L)
2,kj , which is not shown in this paper.

Since we use DRNN model, the local gradient of l-th hid-
den layer units, δ(l)t,j , for different layers l ∈ {1, · · · , L − 1},
can be also derived by applying the chain rule as

δ
(l)
t,j =

∂Et(w)

∂a
(l)
tj

+
∂Et+1(w)

∂a
(l)
tj

=
∑
k

∂Et(w)

∂a
(l+1)
tk

∂a
(l+1)
tk

∂a
(l)
tk

+
∑
k

∂Et+1(w)

∂a
(l)
t+1,k

∂a
(l)
t+1,k

∂a
(l)
tk

= f ′(a
(l)
tj )

(∑
k

w
(l+1)
kj δ

(l+1)
tk +

∑
k

w
(ll)
kj δ

(l)
t+1,k

)
(18)
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Fig. 2: Comparison of SDR, SIR and SAR of the separated
signals using various separation methods

where f(·) is the activation function as used in Eq. (1) and
Et(w) and Et+1(w) are the error functions calculated at
times t and t+1, respectively. The calculation of local gradi-
ent over two time steps is because of the recurrence in DRNN
with forward weights w(l+1) and recurrent weights w(ll).
Such errors are then propagated backwards through all lay-
ers to adjust the weights by using optimization methods. In
this paper, we adopt the limited-memory Broyden-Fletcher-
Goldfarb-Shanno (L-BFGS) method [18] in the optimization
procedure for DRNN.

4. EXPERIMENTS

4.1. Experimental conditions

In the experiments, we use the mixed speech signals from
TIMIT corpus [19] for evaluation of separation performance
using different methods. There are 630 speakers in TIMIT
corpus. Each speaker provides ten sentences. In training
phase, eight sentences are randomly chosen from one male
speaker and one female speaker for signal mixing. Another
one sentence is used for cross validation and the remaining
sentence is used for testing. All sentences are normalized to
be with equal power. In order to rich the variety of the training
samples, the sentences from one speaker are circularly shifted
and added to the sentences from the other speaker as the train-
ing data. The 1024-point short-term Fourier transform with a
64-ms frame duration and a 32-ms frame shift is calculated to
obtain the Fourier spectrograms. The spectra of the mixing
speech are used as input features of the DRNN models. The
DRNN architecture used in the experiments is fixed as 513-
150-150-1026, which implies that the sizes are 513 for the
input layer, 150 for two hidden layers, and 1026 (513*2) for
the two source signals in output layer. The activation function
ReLU is used in this study.

4.2. Experimental results

For comparative study, three objective functions are im-
plemented in the same DRNN architecture. The objective
function in Eq. (4) based on difference vectors is referred to
as the discriminative DRNN (DDRNN)-diff and the objective
functions in Eq. (2) and in Eq. (3) based on between-source
information are referred to as DRNN and DDRNN-bw, re-
spectively. The regularization parameter γ in DDRNN-bw
and DDRNN-diff are determined by validation data. The per-
formance of NMF is carried out for comparison. The number
of bases is determined by using validation data. The separa-
tion performance is assessed by using the source-to-distortion
ratio (SDR), the source-to-interferences ratio (SIR), and the
source-to-artifacts ratio (SAR) [20]. Figure 2 demonstrates
the comparison of three metrics by using NMF and three
DRNNs with different objective functions. There are some
findings from this comparison. First, three DRNN algorithms
perform better than the conventional NMF in terms of SDRs
and SIRs. Comparing DRNN and DDRNN-bw, we find that
DDRNN-bw outperforms DRNN in terms of SIR because
that the additional between-source term is introduced in the
objective function of DDRNN-bw in Eq. (3). This term is
seen as a discrimination information which can reduce the in-
terference between two source signals very well and accord-
ingly improve the SIR of the demixed signals. Furthermore,
the proposed method DDRNN-diff obtains higher SDRs and
SIRs compared with NMF, DRNN and DDRNN-bw. SIR
value of DDRNN-diff is comparable with that of DDRNN-
bw. The discrimination measures using the difference vector
between the constructed signals and the true signals helps the
trained DRNN parameters for monaural source separation.

5. CONCLUSIONS

In this paper, we have presented a new objective function
for discriminative learning for DRNN-based monaural source
separation. The proposed objective function conveys the dis-
crimination information which aims to preserve the mutual
difference between two source signals during the supervised
training procedure. This discrimination information is seen as
a kind of regularization so as to maintain the between-source
separation. An error backpropagation algorithm with a soft-
masking function is developed to estimate the DRNN param-
eters in different forward layers and recurrent layers for sep-
aration of a mixed signal in presence of two source signals.
The advantage of the proposed objective function is illustrated
through the experiments on single-channel speech separation.
It is shown that higher SDRs and SIRs are achieved by us-
ing the proposed discriminative DRNN when compared with
NMF and DRNN using other objective functions. In the fu-
ture, the discriminative objective function will be further ex-
plored by considering phase information and applied to train
the general stochastic network (GSN) [21].
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